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CHAPTER 1

Basic differential geometry

1. Differentiable manifolds

1.1. Differentiable manifolds and differentiable maps. Let M be a topo-
logical space. A chart on M is a triple ¢ = (U, p,p) consisting of an open subset
U C M, an integer p € Z, and a homeomorphism ¢ of U onto an open set in
RP. The open set U is called the domain of the chart ¢, and the integer p is the
dimension of the chart c.

The charts ¢ = (U,p,p) and ¢ = (U',¢’,p’) on M are compatible if either
UNU =0orUNU" #Pand o o=t : pUNU) — (UNU') is a C-
diffeomorphism.

A family A of charts on M is an atlas of M if the domains of charts form a
covering of M and any two charts in A are compatible.

Atlases A and B of M are compatible if their union is an atlas on M. This is
obviously an equivalence relation on the set of all atlases on M. Each equivalence
class of atlases contains the largest element which is equal to the union of all atlases
in this class. Such atlas is called saturated.

A differentiable manifold M is a hausdorff topological space with a saturated
atlas.

Clearly, a differentiable manifold is a locally compact space. It is also locally
connected. Therefore, its connected components are open and closed subsets.

Let M be a differentiable manifold. A chart ¢ = (U, ¢,p) is a chart around
m € M if m € U. We say that it is centered at m if ¢(m) = 0.

Ife = (U,p,p)and ¢ = (U', ¢, p’) are two charts around m, then p = p’. There-
fore, all charts around m have the same dimension. Therefore, we call p the dimen-
sion of M at the point m and denote it by dim,, M. The function m —— dim,,, M
is locally constant on M. Therefore, it is constant on connected components of M.

If dim,,, M = p for all m € M, we say that M is an p-dimensional manifold.

Let M and N be two differentiable manifolds. A continuous map F': M — N
is a differentiable map if for any two pairs of charts ¢ = (U,¢,p) on M and d =
(V,1,q) on N such that F(U) C V, the mapping

YoFop™ 1 p(U) — (V)

is a C*°-differentiable map. We denote by Mor(M, N) the set of all differentiable
maps from M into N.

If N is the real line R with obvious manifold structure, we call a differentiable
map f: M — R a differentiable function on M. The set of all differentiable func-
tions on M forms an algebra C°°(M) over R with respect to pointwise operations.

Clearly, differentiable manifolds as objects and differentiable maps as mor-
phisms form a category. Isomorphisms in this category are called diffeomorphisms.
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2 1. DIFFERENTIAL GEOMETRY

1.2. Tangent spaces. Let M be a differentiable manifold and m a point in
M. A linear form £ on C*°(M) is called a tangent vector at m if it satisfies

§(fg) = &(f)g(m) + f(m)E(g)

for any f,g € C*°(M). Clearly, all tangent vectors at m form a linear space which
we denote by T, (M) and call the tangent space to M at m.

Let m € M and ¢ = (U, ,p) a chart centered at m. Then, for any 1 < i < p,
we can define the linear form

o5 =222 D),

Clearly, 0; are tangent vectors in T, (M).

1.2.1. LEMMA. The vectors 01,0a,...,0, for a basis of the linear space T, (M).
In particular, dim T,,(M) = dim,, M.

Let F : M — N be a morphism of differentiable manifolds. Let m € M.
Then, for any & € T,,,(M), the linear form T, (F){ : g — &{(go F') for g € C*°(N),
is a tangent vector in Tp () (V). Clearly, Ty, (F) : T (M) — Tp(y)(N) is a linear
map. It is called the differential of F' at m.

The rank rank,, F' of a morphism F' : M — N at m is the rank of the linear
map T, (F).

1.2.2. LEMMA. The function m — rank,, F' is lower semicontinuous on M.

1.3. Local diffeomorphisms, immersions, submersions and subimmer-
sions. Let F': M — N be a morphism of differentiable manifolds. The map F'
is a local diffeomorphism at m if there is an open neighborhood U of m such that
F(U) is an open set in N and F': U — F(U) is a diffeomorphism.

1.3.1. THEOREM. Let F: M — N be a morphism of differentiable manifolds.
Let m € M. Then the following conditions are equivalent:

(i) F is a local diffeomorphism at m;
(i) Ton(F) : Tyn(M) — Tpm)(N) is an isomorphism.

A morphism F : M — N is an immersion at m if Ty, (F) : Tp(M) —
Tp(m)(N) is injective. A morphism F': M — N is an submersion at m if T,,(F) :
Trn(M) — Tp(m)(N) is surjective.

If F is an immersion at m, rank,, F = dim,, M, and by 1.2.2, this condition
holds in an open neighborhood of m. Therefore, F' is an immersion in a neighbor-
hood of m.

Analogously, if F' is an submersion at m, rank,, F' = dimp(,,) N, and by 1.2.2,
this condition holds in an open neighborhood of m. Therefore, F' is an submersion
in a neighborhood of m.

A morphism F' : M — N is an subimmerson at m if there exists a neighbor-
hood U of m such that the rank of F' is constant on U. By the above discussion,
immersions and submersions at m are subimmersions at p.

A differentiable map F : M — N is an local diffeomorphism if it is a local
diffeomorphism at each point of M. A differentiable map F' : M — N is an
immersion if it is an immersion at each point of M. A differentiable map F': M —
N is an submersion if it is an submersion ant each point of M. A differentiable
map F': M — N is an subimmersion if it is an subimmersion at each point of M.
The rank of a subimmersion is constant on connected components of M.
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1.3.2. THEOREM. Let F': M — N be a subimmersion at p € M. Assume that
rank,, F' = r. Then there exists charts ¢ = (U, p,m) and d = (V,1,n) centered at
p and F(p) respectively, such that F(U) C V and

(YpoFop Nwy,...,zn) = (21,...,2,0,...,0)
for any (z1,...,z,) € p(U).

1.3.3. COROLLARY. Leti: M — N be an immersion. Let F: P — M be a

continuous map. Then the following conditions are equivalent:
(i) F is differentiable;
(ii) i o F is differentiable.

1.3.4. COROLLARY. Letp: M — N be a surjective submersion. Let F : N —

P be a map. Then the following conditions are equivalent:
(i) F is differentiable;
(ii) F op is differentiable.

1.3.5. COROLLARY. A submersion F : M — N is an open map.

1.4. Submanifolds. Let N be a subset of a differentiable manifold M. As-
sume that any point n € N has an open neighborhood U in M and a chart (U, ¢, p)
centered at n such that (N NU) = o(U) NR? x {0}. If we equip N with the
induced topology and define its atlas consisting of charts on open sets N NU given
by the maps ¢ : N NU — R%, N becomes a differentiable manifold. With this

differentiable structure, the natural inclusion ¢ : N — M is an immersion. The
manifold N is called a submanifold of M.

1.4.1. LEMMA. A submanifold N of a manifold M is locally closed.

1.4.2. LEMMA. Let f: M — N be an injective immersion. If f is a homeo-
morphism of M onto f(M) C N, f(M) is a submanifold in N and f : M — f(M)

is a diffeomorphism.

Let f : M — N is a differentiable map. Denote by I'; the graph of f, i.e., the
subset {(m, f(m)) € M x N | m € M}. Then, a: m — (m, f(m)) is a continuous
bijection of M onto I'y. The inverse of o is the restriction of the canonical projection
p: M x N — M to the graph I'y. Therefore, o : M — I'y is a homeomorphism.
On the other hand, the differential of « is given by Ty, () (&) = (&, Tin(f)(€)) for
any & € T,,(M), hence « is an immersion. By 1.4.2, we get the following result.

1.4.3. LEMMA. Let f : M — N be a differentiable map. Then the graph I'y of
f is a closed submanifold of M x N.

1.4.4. LEMMA. Let M and N be differentiable manifolds and F : M — N
a differentiable map. Assume that F is a subimmersion. Then, for any n € N,
F~1(n) is a closed submanifold of M and

T (F71(n)) = ker Ty, (F).
for any m € F~1(n).
In the case of submersions we have a stronger result.

1.4.5. LEMMA. Let F : M — N be a submersion and P a submanifold of N.
Then F~Y(P) is a submanifold of M and the restriction f|p-1py: F~'(P) — P
is a submersion. For any m € F~Y(P) we also have
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1.5. Products and fibered products. Let M and N be two topological
spaces and ¢ = (U,p,p) and d = (V,1,q) two charts on M, resp. N. Then
(U xV,p x1,p+q) is a chart on the product space M x N. We denote this chart
by ¢ x d.

Let M and N be two differentiable manifolds with atlases A and B. Then
{ecxd]|ce Ade B} is an atlas on M x N. The corresponding saturated atlas
defines a structure of differentiable manifold on M x N. This manifold is called the
product manifold M x N of M and N.

Clearly dimy, ) (M x N) = dim,,, M + dim,, N' for any m € M and n € N..

The canonical projections to pri : M x N — M and pro : M x N — N are
submersions. Moreover,

(T(m,n) (p?‘l), T(m,n) (p?‘g)) : T(myn)(M X N) — Tm(M) X Tn(N)

is an isomorphism of linear spaces for any m € M and n € N.
Let M, N and P be differentiable manifoldsand F : M — Pand G : N — P
differentiable maps. Then we put

M xp N={(m,n) e M x N | f(m)=g(n)}.
This set is called the fibered product of M and N with respect to maps F' and G.

1.5.1. LEMMA. If F: M — P and G : N — P are submersions, the fibered
product M xp N is a closed submanifold of M x N.

The projections p: M xp N — M and q: M xp N — N are submersions.

For any (m,n) € M xp N,

PROOF. Since F' and G are submersions, the product map FxG: M x N —
P x P is also a submersion. Since the diagonal A is a closed submanifold in P x P,
from 1.4.5 we conclude that the fiber product M xp N = (F x G)~}(A) is a closed
submanifold of M x N. Moreover, we have

Tinn) (M xp N) = {(X,Y) € Timnn) (M x N) | Trn(F)(X) = To(G)(Y)}.

Assume that (m,n) € M xp N. Then p = f(m) = g(n). Let X € T,,(M). Then,
since G is a submersion, there exists Y € T,,(N) such that T,,(G)(Y) = T,,,(F)(X).
Therefore, (X,Y) € Timn)(M xp N). It follows that p : M xp N — M is a
submersion. Analogously, ¢ : M xp N — N is also a submersion. O

2. Quotients

2.1. Quotient manifolds. Let M be a differentiable manifold and R C M x
M an equivalence relation on M. Let M/R be the set of equivalence classes of M
with respect to R and p : M — M/ R the corresponding natural projection which
attaches to any m € M its equivalence class p(m) in M/R.

We define on M/R the quotient topology, i.e., we declare U C M/R open if and
only if p~1(U) is open in M. Then p: M — M/R is a continuous map, and for
any continuous map F': M — N, constant on the equivalence classes of R, there
exists a unique continuous map F : M/R — N such that F = F o p. Therefore,
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we have the commutative diagram

M- N,

| A

M/R

In general, M /R is not a manifold. For example, assume that M = (0,1) C R, and
R the union of the diagonal in (0,1) x (0,1) and {(z,v), (y,z)} for z,y € (0,1),
x # y. Then M/R is obtained from M by identifying 2 and y. Clearly this
topological space doesn’t allow a manifold structure.

X p()=p(y)

M/R
M

Assume that M/ R has a differentiable structure such that p: M — M/R is a
submersion. Since p is continuous, for any open set U in M/R, p~1(U) is open in
M. Moreover, p is an open map by 1.3.5. Hence, for any subset U € M/R such that
p~1(U) is open in M, the set U = p(p~1(U)) is open in M/R. Therefore, a subset U
in M/R is open if and only if p~1(U) is open in M, i.e., the topology on M /R is the
quotient topology. Moreover, by 1.3.4, if the map F' from M into a differentiable
manifold N is differentiable, the map F : M/R — N is also differentiable.

We claim that such differentiable structure is unique. Assume the contrary and
denote (M/R); and (M/R)> two manifolds with these properties. Then, by the
above remark, the identity maps (M/R); — (M/R)2 and (M/R)s — (M/R);
are differentiable. Therefore, the identity map is a diffeomorphism of (M/R); and
(M/R)3, i.e., the differentiable structures on M/R are identical.

Therefore, we say that M/R is the quotient manifold of M with respect to R
if it allows a differentiable structure such that p : M — M/R is a submersion. In
this case, the equivalence relation is called regular.

If the quotient manifold M/ R exists, since p : M — M/R is a submersion, it
is also an open map.

2.1.1. THEOREM. Let M be a differentiable manifold and R an equivalence
relation on M. Then the following conditions are equivalent:

(i) the relation R is regular;
(ii) R is closed submanifold of M x M and the restrictions p1,ps : R — M
of the natural projections pri,pro : M X M — M are submersions.

The proof of this theorem follows from a long sequence of reductions. First
we remark that it is enough to check the submersion condition in (ii) on only one
map p;, i = 1,2. Let s : M x M — M x M be given by s(m,n) = (n,m) for
m,n € M. Then, s(R) = R since R is symmetric. Since R is a closed submanifold
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and s : M x M — M x M a diffeomorphism, s : R — R is also a diffeomorphism.
Moreover, pri = prgos and pry = prios, immediately implies that p; is a submersion
if and only if po is a submersion.

We first establish that (i) implies (ii). It is enough to remark that R = M x /g
M with respect to the projections p : M — M/R. Then, by 1.5.1 we see that
R is regular, i.e., it is a closed submanifold of M x M and pi,ps : R — M are
submersions.

Now we want to prove the converse implication, i.e., that (ii) implies (i). This
part is considerably harder. Assume that (ii) holds, i.e., R is a closed submanifold
in M x M and p1,p2 : R — M are submersions. We equip M/R with the quotient
topology. Hence, p : M — M/R is a continuous map. We first observe the
following fact.

2.1.2. LEMMA. The map p: M — M/R is open.
PRrROOF. Let U C M be open. Then

P~ (p(U)) = {m € M | p(m) € p(U)}
={meM|(mmn)eR, nelU}=pr1(RN(M xU))=p1(RN(M xU)).

Clearly, M x U is open in M x M, hence RN (M x U) is open in R. Since
p1 @ R — M is a submersion, it is an open map. Hence pi (RN (M x U)) is an
open set in M. By the above formula it follows that p~*(p(U)) is an open set in
M. Therefore, p(U) is open in M/R. O

Moreover, we have the following fact.
2.1.3. LEMMA. The quotient topology on M /R is hausdorff.

PRrROOF. Let = p(m) and y = p(n), x # y. Then, (m,n) ¢ R. Since R
is closed in M x M, there exist open neighborhoods U and V of m and n in M
respectively, such that U x V' is disjoint from R. Clearly, by 2.1.2, p(U) and p(V)
are open neighborhoods of z and y respectively. Assume that p(U) Np(V) # 0.
Then there exists » € M such that p(r) € p(U) N p(V). It follows that we can find
uw € U and v € V such that p(u) = p(r) = p(v). Therefore, (u,v) € R, contrary
to our assumption. Hence, p(U) and p(V) must be disjoint. Therefore, M/R is
hausdorft. g

Now we are going to reduce the proof to a “local situation”.

Let U be an open set in M. Since p is an open map, p(U) is open in M/R.
Then we put Ry = RN (U x U). Clearly, Ry is an equivalence relation on U.
Let py : U — U/Ry be the corresponding quotient map. Clearly, (u,v) € Ry
implies (u,v) € R and p(u) = p(v). Hence, the restriction p|y : U — M/R is
constant on equivalence classes. This implies that we have a natural continuous
map iy : U/Ry — M/R such that p|y = iy o py. Moreover, iy (U/Ry) = p(U).
We claim that iy is an injection. Assume that iy (x) = iy (y) for some x,y € U/Ry.
Then z = py(u) and y = py(v) for some u,v € U. Therefore,

p(u) =iy (pv(v)) = iv(r) = iv(y) = iv(pu(v)) = p(v)

and (u,v) € R. Hence, (u,v) € Ry and z = py(u) = py(v) = y. This implies our
assertion. Therefore, iy : U/Ry — p(U) is a continuous bijection. We claim that



2. QUOTIENTS 7

it is a homeomorphism. To prove this we have to show that it is open. Let V be
an open subset of U/Ry. Then pljl(V) is open in U. On the other hand,

pi (V) =pg' (i (iv (V) = (plv) " w (V) =p H(iv(V)) N U

is open in M. Since p is open, p(p~(iy(V)) N U) is open in M/R. Clearly,
p(p~ iy (V))NU) Ciy(V). On the other hand, if y € iyy(V), it is an equivalence
class of an element u € U. So, u € p~*(iy(V)) NU. Therefore, y € p(p~(iz(V)) N
U). Tt follows that p(p~!(iy(V)) NU) =iy (V). Therefore, iy (V) is open in M/R
and iy is an open map. Therefore, iy : U/Ry — M/R is a homeomorphism of
U/Ry onto the open set p(U). To summarize, we have the following commutative
diagram
v ——— M

o | |7

U/Ry —— M/R
iy
where iy is a homeomorphism onto the open set p(U) C M/R.

2.1.4. REMARK. Since we already established that (i) implies (ii) in 2.1.1, we
see that if R is regular, the present conditions are satisfied. In addition, M/R has
a structure of a differentiable manifold and p : M — M/R is a submersion. Since
U/Ry is an open in M/R, it inherits a natural differentiable structure, and from
the above diagram we see that py is a submersion. Therefore, Ry is also regular.

Assume now again that only (ii) holds for M. Then Ry is a closed submanifold
of U x U and open submanifold of R. Therefore, the restrictions p;|g, : Ry — U
are submersions. It follows that Ry satisfies the conditions of (ii).

We say that the subset U in M is saturated if it is a union of equivalence classes,
ie., if p~1(p(U)) = U.

First we reduce the proof of the implication to the case local with respect to
M/R.

2.1.5. LEMMA. Let (U; | i € I) be an open cover of M consisting of saturated
sets. Assume that all Ry,, i € I, are reqular. Then R is reqular.

ProoF. We proved that M/R is hausdorff. By the above discussion, for any
J €I, the maps iy, : Uj/Ry, — M/R are homeomorphisms of manifolds U;/ Ry,
onto open sets p(U;) in M/R. Clearly, (p(U;) | j € I) is an open cover of M/R.
Therefore, to construct a differentiable structure on M/ R, it is enough to show that
for any pair (j, k) € J x.J, the differentiable structures on the open set p(U;)Np(Uk)
induced by differentiable structures on p(U;) and p(Uy) respectively, agree. Since
U, and Uy, are saturated, U; NUy, is also saturated, and p(U; NUL) = p(U;) Np(Uy).
From 2.1.4, we see that differentiable structures on p(U;) and p(U) induce the
quotient differentiable structure on p(U; N Uy) for the quotient of U; N U with
respect to Ry, ny,. By the uniqueness of the quotient manifold structure, it follows
that these induced structures agree. Therefore, by gluing these structures we get
a differentiable structure on M/R. Since py, : U; — U;/Ry, are submersions
for all j € I, we conclude that p : M — M/R is a submersion. Therefore, R is
regular. (I

The next result will be used to reduce the proof to the saturated case.
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2.1.6. LEMMA. Let U be an open subset of M such that p~'(p(U)) = M. If Ry
is reqular, then R is also regular.

PROOF. As we already remarked, iy : U/Ry — M/R is a homeomorphism
onto the open set p(U). By our assumption, p(U) = M/R, so iy : U/Ry — M/R
is a homeomorphism. Therefore, we can transfer the differentiable structure from

U/Ry to M/R.
It remains to show that p is a submersion. Consider the following diagram
(Ux M)nR —2— M
n| |
U p—U> U/Ry =M/R

It is clearly commutative. Since p; : R — M, ¢ = 1,2, are submersions, their
restrictions to the open submanifold (U x M) N R are also submersions. By our
assumption, py : U — U/Ry is also a submersion. Therefore, p o pa|wxmynr =
pu °o pilwxmyng (U x M)N R — M is a submersion. By our assumption,
p2lwxamynr : (U x M)N R — M is also surjective. Therefore, p: M — M/R
is differentiable by 1.3.4. Moreover, since p o pa|(rxang is @ submersion, it also
follows that p is a submersion. ([

Now we can reduce the proof to a situation local in M.

2.1.7. LEMMA. Let (U; | i € I) be an open cover of M such that Ry, are reqular
for alli e I. Then R is regular.

PROOF. Since p is open by 2.1.2, we see that p(U;) are all open. Therefore,
Vi = p~Y(p(U;)), i € I, are open sets in M. They are clearly saturated. Moreover,
since U; C V; for i € I, (V; | i € I) is an open cover of M. Since Ry, satisfy the
conditions of (ii) and Ry, are regular, by 2.1.6, we see that Ry, are regular for ¢ € I.
Therefore, by 2.1.5, we conclude that R is regular. 0

It remains to treat the local case. Assume, for a moment, that R is regular. Let
mo € M. Then N = p~!(p(my)) is the equivalence class of mg, and it is a closed
submanifold of M by 1.4.5. Also, the tangent space Tp,,,(N) to N at mg is equal to
ker Ty (p) : Trng (M) — Tp(my)(M/R). On the other hand, since R = M x ;g M,
by 1.5.1, we see that

Ting,mo(R) = {(X,Y) € Ty (M) X Tio (M) | Ty ()(X) = Tin ()(Y) }-
Therefore, we have
Tmo(N) = {X S Tmo(M) | (Xa 0) € T(mo,mo)(R)}'
This explains the construction in the next lemma.
2.1.8. LEMMA. Let mg € M. Then there exists an open neighborhood U of mg

i M, a submanifold W of U containing mg, and o differentiable map r : U — W
such that for any m € U the point r(m) is the unique point in W equivalent to m.

PROOF. Let
E={X € Tine(M) | (X,0) € Tmp,me) ()}

Let F be a direct complement of the linear subspace E in Ty, (M ). Denote by W' a
submanifold of M such that mg € W' and F = T,,,(W’). Put ¥ = (W' x M) N R.
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Since p; : R — M is a submersion, by 1.4.5 we see that ¥ = p; *(W') is a
submanifold of R. Moreover, we have

T(mo,mo)(2> = {(X, Y) € T(mo,mo)(R) | X e Tmo (W/)}
={(X,Y) € Tipyme)(R) | X € F}.
Let ¢ = pa|X%, then ¢ : ¥ — M is a differentiable map. In addition, we have

ker Ty mo) () = {(X,0) € Timg.mo)(X)} = {(X,0) € Timg.me)(R) | X € F}.

On the other hand, (X,0) € T(;ny,m,)(R?) implies that X € E, hence for any X in
the above formula we have X € EN F = {0}. Therefore, ker T{;,,y,m,)(¢) = 0 and
¢ is an immersion at myg.

Let Y € T,,,(M). Then, since po : R — M is a submersion, there exists
X € Tpno(M) such that (X,Y) € T(mo_’mo)(R). Put X = X; + Xo, Xj € F,
Xy € F. Then, since (X1,0) € Tpmg,mo)(R), we have

(X2,Y) = (X,Y) = (X1,0) € T(1mg,me) (R)-

Therefore, (X2,Y) € T(mg,mo)(X) and ¢ is also a submersion at (mg,mg). It follows
that ¢ is a local diffeomorphism at (mg, mg). Hence, there exist open neighborhoods
Uy and Us of mg in M such that ¢ : ¥ N (Uy x U;) — Us is a diffeomorphism.
Let f: Uy — X N (Uy x Uy) be the inverse map. Then f(m) = (r(m), m) for any
m € Us, where 1 : Uy — Uj is a differentiable map. Since ¢ : XN (Uy x Uy) — Us
is surjective, we have Us C U;. Let m € Us N W’. Then we have (m,m) €
(W' x M)N R = X. Hence, it follows that (m,m) € ¥ N (U; x Uy). Also, since
m € Us, (r(m),m) = f(m) € XN (Uy x Uy). Clearly,

¢(m,m) = pa(m,m) =m = pa(r(m),m) = ¢(r(m),m)
and since ¢ : XN (U; x Uy) — Uz is an injection, we conclude that r(m) = m.

Therefore, r(m) = m for any m € Uy N W',
Finally, since r is a differentiable map from Us into W', we can define open sets

U={meUs|r(m)eUsnW'}and W=UnW".

We have to check that U, W and r satisfy the assertions of the lemma. First,
mo € Us N W’ and r(mg) = mo € Uy N W’. Hence, mg € U, i.e., U is an open
neighborhood of mg. Now, we show that »(U) C W. By definition of U, for m € U
we have r(m) € Us N W'. Hence r(r(m)) = r(m) € Uy N W’. This implies that
r(m) € U. Hence, r(m) € W. Since W is an open submanifold of W/, r : U — W
is differentiable.

Let m € U. Then (r(m),m) = f(m) € R, i.e., r(m) is in the same equivalence
class as m. Assume that n € W is in the same class as m. Then

(n,m) € (W xU)NRC SN (U xU)

and ¢(n,m) = pa(n,m) = m = ¢(r(m), m). Since ¢ : XN (U; x Uy) — Us is an
injection, we see that n = r(m). Therefore, r(m) is the only point in W equivalent
to m. 0

Now we can complete the proof of the theorem. Let mo € M and (U, W, r) the
triple satisfying 2.1.8. Let ¢ : W — U be the natural inclusion. Then r o4 = id.
Therefore, Ty, (r) 0 Ting(i) = 17, (w) and 7 is a submersion at mg. Therefore,
there exists an open neighborhood V' of mg contained in U such that r : V — W
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is a submersion. Let Wi = (V). Then W; is open in W. We have the following
commutative diagram

V— W

| A

V/Ry

Clearly, g is a continuous bijection. We claim that 8 is a homeomorphism. Let O
be an open set in V/Ry. Then p(/l(O) is open in V. Since r is a submersion, it is
an open map. Hence, 7(py,* (0)) = B(pv (py;'(0))) = B(O) is open. It follows that
[ is also an open map, i.e, a homeomorphism. Hence, we can pull the differentiable
structure from W7 to V/Ry. Under this identification, py corresponds to r, i.e.,
it is a submersion. Therefore, Ry is regular. This shows that any point in M has
an open neighborhood V such that Ry is regular. By 2.1.7, it follows that R is
regular. This completes the proof of the theorem.

2.1.9. PROPOSITION. Let M be a differentiable manifold and R a regular equiv-
alence relation on M. Denote by p : M — M/R the natural projection of M
onto M/R. Let m € M and N the equivalence class of m. Then N is a closed
submanifold of M and

dim,, N = dim,,, M — dim,,(,,y M/R.

PROOF. Clearly, N = p~!(p(m)) and the assertion follows from 1.4.5 and the
fact that p : M — M/R is a submersion. (]

In particular, if M is connected, M/R is also connected and all equivalence
classes have the same dimension equal to dim M — dim M/R.

Let M and N be differentiable manifolds and Rj; and Ry regular equivalence
relations relation on M and N, respectively. Then we can define an equivalence
relation R on M x N by putting (m,n) ~ (m’,n’) if and only if (m, m’) € Ry and
(n,n') € Ry. Consider the diffeomorphism ¢ : M X M X N XN — M xNxMxN
given by g(m,m',n,n’) = (m,n,m’,n’) for m,m’ € M and n,n’ € N. It clearly
maps the closed submanifold Ry; x Ry onto R. Therefore, R is a closed submanifold
of M x N x M x N. If we denote by par; : Ry — M, py; : Rv — N and
pi : R — M x N the corresponding projections, we have the following commutative
diagram

MxNX1-R.

PM,i XPN,i l /
Di

M x N

This implies that R is regular and (M x N)/R exists. Moreover, if we denote by
pvm M — M/Ry,pn : N — N/Ry and p: M X N — (M x N)/R, it clear
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that the following diagram is commutative

M x N b

(M x N)/R
PM XPN

M/RM XN/RN

where all maps are differentiable and the horizontal maps are also submersions.
Since (M x N)/R — M/Ry x N/Ry is a bijection, it is also a diffeomorphism.
Therefore, we established the following result.

2.1.10. LEMMA. Let M and N be differentiable manifolds and Ry; and Ry Teg-
ular equivalence relations on M and N respectively. Then the equivalence relation

R={((m,n),(m',n")) | (m,m') € Ry, (n,n') € Rx}

is reqular. Moreover, the natural map (M x N)/R — M/Ry; X N/Ry is a diffeo-
morphism.

3. Foliations

3.1. Foliations. Let M be a differentiable manifold. Let ¢ : L — M be an
immersion of a differentiable manifold L such that
(1) 4 is a bijection;
(ii) for any m € M there exist a chart (U, ¢,n) at m; the integers p,q € Z4
such that p 4+ ¢ = n; and connected open sets V' C R?, W C R? such that
(a) p(U) =V xW;
(b) (poi)~*({v} x W) is open in L for any v € V;
(c) poi:(poi) t({v} x W) — {v} x W is a diffeomorphism for any
veV.
The pair (L, ) is called a foliation of M.
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Let m € M. Then the connected component of L containing i~1(m) is called
the leaf of L through m. We denote it by L,,. The map i|r,, : Ly, — M is an
immersion since L., is open in L. In general, L., is not a submanifold of M.

Clearly, the function m — dim L, is locally constant. Therefore, all leaves of
L lying in the same connected component of M have the same dimension.

Let T (M) be the tangent bundle of M. Let E be a vector subbundle of T'(M).
We say that E is involutive if the submodule of the C°°(M)-module of all vector
fields on M consisting of sections of E is closed under the Lie bracket [X,Y] =
XoY —Y oX,ie., if for any two differentiable vector fields X and Y on M such
that X,,,,Ys, € E,, for all m € M, we have [X,Y],, € E,, for all m € M.

3.1.1. LEMMA. Let (L,i) be a foliation of M. Then T(i)T(L) is an involutive
subbundle of T(M).

PROOF. Let m € M. Assume that s € L such that m = i(s). There exists a
chart ¢ = (U, ¢, n) centered at m such that ¢(U) =V x W for connected open sets
V € RP, W € RY such that (poi)~'({v} x W) is an open set in L. Denote by 9;,
1 < j < n, the vector fields on U which correspond to the partial derivatives
with respect to the j-th coordinate in R™ under the diffeomorphism ¢. Then
T, ()T (L) C Tyy(M) is spanned by vectors (0;)q, p+1 < j < n, for any r €
i~1(U). Therefore, T'(i)T (L) is a vector subbundle of T'(M). Moreover, if X and
Y are two vector fields on M such that their values are in T'(¢)T(L), we have
X =31 1[0 andY =370 ., g;0; on U. Therefore, we have

XY= > (505,00 = > (£505(gx)0k — 9x0k(1)0;)
J,k=p+1 J,k=p+1
= > (£;9;(gx) — 950;(fx)) Ok
Jik=p+1
and the value of the vector field [X,Y] is in L,(4)T,(L) for any r € i~ 1(U). O

In the next section we are going to prove the converse of this result.

3.2. Frobenius theorem. Let F be an involutive vector subbundle of T'(M).
An integral manifold of E is a pair (N, j) where

(i) N is a differentiable manifold;

(ii) j: N — M is an injective immersion;

(iii) To(j)Ts(N) = Ej(s) for all s € N.
If m = j(s) we say that (N, j) is an integral manifold through m € M.
The observation 3.1.1 has the following converse.

3.2.1. THEOREM (Frobenius). Let M be a differentiable manifold and E an
involutive vector subbundle of T(M). Then there exists a foliation (L,i) of M with
the following properties:

(i) (L,%) is an integral manifold for E;
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(ii) for any integral manifold (N,j) of E there exists a unique differentiable
map J : N — L such that the diagram

N—om

RN

L

commutes and J(N) is an open submanifold of L.

3.2.2. REMARK. The map J : N — J(N) is a diffeomorphism. First, J
is an injective immersion. In addition, for any s € N, we have dim T} (L) =
dim Ej(5) = dimT,(N) since L and N are integral manifolds. Hence J is also a
submersion.

This also implies that the pair (L,4) is unique up to a diffeomorphism. If we
have two foliations (L,4) and (L’,4') which are integral manifolds for E, then we
have a commutative diagram

LM

Il /
L
where the mapping I : L’ — L is a diffeomorphism.

The pair (L, 1) is the integral foliation of M with respect to F.
The proof of Frobenius theorem is based on the following local version of the
result.

3.2.3. LEMMA. Let m € M, n = dim,, M and q = dim E,,,. Then there exists
a chart ¢ = (U, p,n) centered at m and connected open sets V.C RP and W C R?
such that o(U) =V x W and ({v} x W, o™ yxw) is an integral manifold of E
foranyv eV.

Since {v} x W are submanifolds of p(U), ¢~!({v} x W) are submanifolds of
M.
We postpone the proof of 3.2.3, and show first how it implies the global result.

3.2.4. LEMMA. Let (N,j) be a connected integral manifold of E such that
J(N) C U. Then there exists v € V such that j(N) C o~ ({v} x W) and j(N) is
an open submanifold of p~1({v} x W).

PROOF. Let p; : V. x W — V be the projection to the first factor. Then
prowo N — V is a differentiable map and for any » € N we have

(Tipo)r) (1) © Tjiry () 0 Tr()NT(N)) = (Tigog)(r) (1) © Tiiry (0)) (Ejiry)
= T(poj)(r)(P1)({0} x R?) = {0},
i.e., the differential of p; o w0 j is equal to 0 and, since N is connected, this map is
constant. It follows that there exists v € V such that (p o j)(N) C {v} xW. O

Let
B={j(N)|(N,j) is an integral manifold of E'}.

3.2.5. LEMMA. The family B is a basis of a topology on M finer than the natural
topology of M.
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Proor. Let O; and O, be two elements of B such that O; N Os # (). Let
r € O1NO0y. We have to show that there exists O3 € B such that r € O3 C O1N0Os.

Let (U, p,n) be a chart around r satisfying 3.2.3. Let O; = j;1(N7) and Oy =
j2(N3) for two integral manifolds (N;,4;), ¢ = 1,2, of E. Let C; and Cy be the
connected components of j; *(U), resp. j, '(U), containing j; *(r), resp. jy *(r).
Then C, resp. Ca, are open submanifolds of Ny, resp. Na, and (Ci,j|¢,), resp.
(Ca,jlcs,), are integral manifolds through r. By 3.2.4, there exists v € V such that
r € o 1({v} x W) and j1(C1) and ja(C2) are open submanifolds of ¢~ ({v} x
W) which contain r. Therefore, O3 = ji1(C1) N j2(C2) is an open submanifold of
o t({v} x W). Hence Oz is an integral manifold through r and O3 € B.

Since we can take U to be arbitrarily small open set, the topology defined by
B is finer than the naturally topology of M. ([

Let L be the topological space obtained by endowing the set M with the topol-
ogy with basis B. Let i : L — M be the natural bijection. By 3.2.5, the map i is
continuous. In particular, the topology of L is hausdorff.

Let | € L. By 3.2.3, there exists a chart (U, ¢,n) around [, and v € V such
that (o~ 1({v} x W),i) is an integral manifold through /. By the definition of the
topology on L, o~ ({v} x W) is an open neighborhood of [ in L. Any open subset
of o1 ({v} x W) in topology of L is an open set of ¢~ *({v} x W) as a submanifold
of M. Therefore, i : p~1({v} x W) — M is a homeomorphism on its image.
Clearly, o~ 1({v} x W) has the natural structure of differentiable submanifold of
M. We can transfer this structure to ¢ ~1({v} x W) considered as an open subset
of L. In this way, L is covered by open subsets with structure of a differentiable
manifold. On the intersection of any two of these open sets these differentiable
structures agree (since they are induced as differentiable structures of submanifolds
of M). Therefore, we can glue them together to a differentiable manifold structure
on L. clearly, for that structure, i : L — M is an injective immersion. Moreover,
it is clear that (L, ) is an integral manifold for E. This completes the proof of (i).

Let (IV, 7) be an integral manifold of E. We define J = i~ oj. Clearly, J is an
injection. Let » € N and [ € L such that j(r) = i(l). Then, by 3.2.3, there exists
a chart (U, ¢,n) around [, and v € V such that (p=*({v} x W),i) is an integral
manifold through I. Moreover, there exists a connected neighborhood O of r € N
such that j(O) C U. By 3.24, it follows that J(O) is an open submanifold in
o t({v} x W). Therefore, J|o : O — ¢ *({v} x W) is differentiable. It follows
that J : N — L is differentiable. This completes the proof of (ii).

Now we have to establish 3.2.3. We start with the special case where the fibers
of E are one-dimensional. In this case, the involutivity is automatic.

3.2.6. LEMMA. Let m € M. Let X be a vector field on M such that X, # 0.
Then there exists a chart (U, p,n) around m such that Xy corresponds to 01 under
the diffeomorphism .

PROOF. Since the assertion is local, we can assume that U = ¢(U) C R™ and
m =0 € R™. Also, since X,,, # 0, we can assume that X (z1)(0) # 0. We put

Fj(xl,xg, e ,In) = X(.Ij)
for 1 < j <n. Then we can consider the system of first order differential equations

dp;

=F; ey On
dt J(@17<p2; 7<P)
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for 1 < j < n, with the initial conditions

@1(07027037"'7071) =0

@2(07027037 .. '7Cn) = C2

<Pn(0702ac37 .. -7cn) = Cn

for “small” ¢;, 2 < i < n. By the existence and uniqueness theorem for systems of
first order differential equations, this system has a unique differentiable solutions
¢;, 1 < j < n, which depend differentiably on ¢, c1, ca, . .., ¢, for [t| < e and |¢;| <€
for2<j <n.

Consider the differentiable map ® : (—¢, €)™ — R™ given by

(Y1, y2, -+ yn) = (01 (Y1, Y2, Yn )y P2(U1, 02, Un)s o Pn (Y1, Y2, -5 Yn))-
Then ®(0) = 0. Moreover, The Jacobian determinant of this map at 0 is equal to

61g01 (O) 62@1 (O) 67,@1 (O)
81@2 (0) 82@2 (0) e 8ng02 (0)
Oron(0)  Bpn(0) Do 0)
F1(0,0,...,0) 0 ... 0
F5(0,0,...,0) 1 ... 0
= . . . . ZFl(O,O, ,O)ZX(,Tl)(O)#O
Fn(0,0',...,O) 0 ... 1

Therefore, ® is a local diffeomorphism at 0. By reducing e if necessary we can
assume that ® : (—e, ) — R™ is a diffeomorphism onto its image which is
contained in U.

Let y = (y1, Y25 ---,Yn) € (—€,€)™. Then

Ty(@)((O1)y)(w:) = Or(zi 0 @)(P(y)) = drpi(D(y))
dpi
= _((pl(yluy% v 7yn)7(,02(y1,y27 v 7yn)7 v 7(pn(yluy27 oo 7yn))

dt
= F"i(wl(ylay27 cee 7yn)7¢2(y15y27 cee 7y’n«)a R @n(y15y27 cee 7yn)) = X‘P(U)(Il)

Hence, X and T'(®)0; agree on coordinate functions x;, 1 < i < n. Since vector
fields are uniquely determined by their action on these functions, X = T'(®)9;. O

This proves 3.2.3 for vector subbundles such that dim F,,, = 1 for all m € M.
In this case, the involutivity condition is automatic. To see this, let m € M. Then
there exists a vector field X on an open set U around m such that X span E; for
any s € U. Therefore, any vector field Y on U such that Yy € E; for all s € U is
of the form Y = fX for some f € C°(U). Therefore, if Y, Z are two such vector
fields, we have Y = fX,Y = gX for f,g € C>°(U), and

Y, Z] = [fX,9X] = fX(9)X —gX (/)X = (fX(g) — gX(f)X.

It follows that E is involutive.
By 3.2.6, by shrinking U if necessary, we can assume that there exists a chart
(U, ¢, n) around m such that p(U) = (—e€,€) x V where V is an open connected set
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in R""!, and X corresponds to d;. In this case ¢~ ((—¢,€) x {v}) are the integral
manifolds for E.

It remains to prove the induction the proof of 3.2.3. We assume that the
assertion holds for all involutive vector subbundles with fibers of dimension < ¢—1.
Assume that dim F,,, = ¢ for all m € M. Since the statement is local, we can
assume, without any loss of generality, that M is an connected open set in R"
and Xy, Xo,..., X, are vector fields on M such that F; is spanned by their values
X1,5,X2,5,...,Xqs in s € M. Since E is involutive,

(Xi, X;] chka

with ¢;j, € C*°(M). By 3.2.6, after shrmkmg M if necessary, we can also assume
that X7 = 0:1. If we write

j=1
we see that the values of Y7 = X7 and
Yi=Xi— And
for ¢ = 2,...,q, also span Es at any s € M. Therefore, we can assume, after

relabeling, that

X1:81 andXi:ZAij[)j fori:2,...,q

=2
Now, for 4,7 > 2, we have
(X, X Z [Air Ok, Aji0)] = Z (AirOr(A — A0 (Ai)Ok)
k=2 k=2
Z A0k (A AjrOc(A ZBlgkak-
k=2

On the other hand, we have
(X0, X5 = cijeXe = cind + Y cijeAnd,
k=1 k=2
for all 4,7 > 2. Hence, we conclude that ¢;j; = 0 for 7,j > 2, i.e.,

(X, X;] chkxk

for 4, j > 2. By shrinking M even more, we can assume that M = (—¢, €) x N where
N is an open subset in R*~!. Clearly,

Xi0,4) = Z A;;(0,t)0;
=2

can be considered as a vector field Z; on N. Moreover, Zay, ..., Zy, span a (¢ —1)-
dimensional subspace F; of T'(N) for any t € N. Therefore, they define a vector
subbundle F' of T(N). By the above calculation, this subbundle is involutive.
Therefore, by the induction assumption, by shrinking N we can assume that there
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exists a coordinate system (yo,...,y,) on N such that the submanifolds given by
Yq+1 = Cqt1,---,Yn = Cp for |¢;] < 6 for n —g+1 < i < n are integral submanifolds
for F'. Relabeling y;, 2 < i < mn, as z;, 2 < i < n, defines a new coordinate system
on M such that

Xi=> A0
j=2
with
A;;(0,t)=0for ¢g+1<j<n,
for 2 < i < n. Now, for 2 <i,5 < n, we have

a n n
8—361141'3‘ = X1 (Xi(y)) = [X1, X;)(2) = D> cajnXila;) =Y e
k=1 P

It follows that, for any ¢ + 1 < j < n, the functions A; = (As;,..., Ay;), satisfy
the linear system of first order differential equations

8 n
a—xlAij = c1jrAi

k=2
on (—e,€) x (=d,0)" ! with the initial conditions
Aij (O, t) = O,

for 2 < ¢ < n. Therefore, by the uniqueness theorem for such systems, it follows
that A;; =0for2<i<nandg+1<j<n.

Therefore, we finally conclude that X; = 07 and X; = 2322 Ai;0; for 2 <
i < ¢. This implies that E is spanned by 01,02, ...,0q,s for all s € M. Hence,
the submanifolds given by the equations zq11 = c¢41,...,Tn = ¢y, are integral
manifolds for E. This completes the proof of 3.2.3.

3.3. Separable leaves. In general, a connected manifold M can have a foli-
ation with only one leaf L such that dim(L) < dim(M). In this section, we discuss
some topological conditions under which this doesn’t happen.

A topological space is called separable if it has a countable basis of open sets.

We start with some topological preparation.

3.3.1. LEMMA. Let M be a separable topological space and U = {U; | i € I} be
an open cover of M. Then there exists a countable subcover of U.

PROOF. Let V = {V,, | n € N} be a countable basis of the topology on M.
Every U; in U is a union of elements in V. Therefore, there exists a subfamily A of
V such that V € A implies V' C U, for some i € I. Since V is a basis of the topology
of M, A is a cover of M. For each V € A, we can pick U; such that V C U;. In
this way we get a subcover of & which is countable. (]

3.3.2. LEMMA. Let M be a connected topological space. Let U = {U; | i € I} be
an open cover of M with the following properties:

(i) U; are separable for alli € I;
(i) {eI|UNU;#0} is countable for each i € I.

Then M is separable.
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PROOF. Let ig € I be such that U;, # 0. We say that i € I is accessible in n
steps from 14 if there exists a sequence (41,2, .. .,in), { = in, such that U;,_,NU;, #
O fork=1,2,...n.

Let A, be the set of all indices accessible in n steps from ig. We claim that A,,
are countable. First, the condition (ii) implies that A; is countable. Assume that
A, is countable. If j € A, 41, there exists i € A, such that U; NU; # 0. Since A,
is countable and (ii) holds we conclude that A,+; must be countable. Therefore
A=, A, is countable.

Let U = (J;c4 Ui- Then U is an open subset of M. Since it contains Uj, it
must be nonempty. Let m € U. Then there exists i € I such that m € U;. Hence,
we have U; NU # 0. It follows that U; NU; # 0 for some j € A. If j € A,,, we
see that i € A,11 C A. Therefore, we have m € U; C U. Hence, U is also closed.
Since M is connected, U must be equal to M.

Therefore, M is a union of a countable family of separable open subsets U;,
i € A. The union of countable bases of topology on all U;, i € A, is a countable
basis of topology of M. Therefore, M is also separable. O

3.3.3. LEMMA. Let M be a locally connected, connected topological space. Let
U ={U, | n € N} be an open cover of M such that each connected component of
U, s separable. Then M 1is separable.

PROOF. Since M is locally connected, the connected components of U,,, n € N,
are open in M. Let U, o, a € A, be the connected components of U,,. Therefore,
V={Upal|a€A,,necN}is an open cover of M.

Let Apaim = {B € Am | Un,a N U # 0} for a € A, n,m € N. We claim
that A, o.m is countable for any o € A,, n,m € N. First we remark that the
set Uy, N Uy, o is open in U, o, and since Uy, , is separable, Uy, N U, o can have
only countably many components. We denote them by S,, p € N. Since 5} is
connected, it must be contained in a unique connected component U,, () of Uy,.
Let 8 € Ay a:m. Then we have Uy, g N Uy o # 0. If we take s € Uy, g N Uy o, then
s is in one of S,. It follows that 8 = B(p). It follows that A, 4. is countable.
Hence, the cover V satisfies the conditions of 3.3.2, and M is separable. [l

The main result which we want to establish is the following theorem.

3.3.4. THEOREM. Let M be a differentiable manifold such that all of its con-
nected components are separable. Let (L,1) be a foliation of M. Then all leaves of
L are separable manifolds.

PrOOF. Let m € M and L,, be the leaf passing through m. We want to prove
that L,, is separable. Since L,, is connected, it lies in a connected component of
M. Therefore, we can replace M with this component, i.e., we can assume that M
is connected and separable.

By 3.3.1, there exists a countable family of charts ¢, = (Up,pn), n € N,
such that U, n € N, cover M; ¢, (Uy) =V,, x Wy, V,, and W,, are connected and
(pnoi)~t({v} x W,,) are open in L and (¢, 01) : (pn04) " 1({v} x W,,) — {v} x W,
are diffeomorphisms for all v € V,, and n € N. Therefore, {i " }(U,);n € N} is a
countable cover of L. In addition, the connected components of i~1(U,,) are of the
form (¢, 0i)"t({v} x W,,) for v € V,,, hence they are separable. By 3.3.3, the leaf
L,, is separable. O
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3.3.5. REMARK. A differentiable manifold has separable connected components
if and only if it is paracompact. Therefore, 3.3.4 is equivalent to the statement that
any foliation of a paracompact differentiable manifold is paracompact.

This result allows us to use the following observation.

3.3.6. LEMMA. Let M be a differentiable manifold and (L,%) a foliation with
separable leaves. Let N be a differentiable manifold and f : N — M a differen-
tiable map such that f(N) is contained in countably many leaves. Then there exists
a differentiable map F : N — L such that the diagram

N—sm

17

L

commutes.

PROOF. Let p € N and (U, p,n) a chart centered at f(p) such that (U) =
V x W where V and W are connected and such that (o oi)~!({v} x W) are open
in Land poi:(poi) t({v} x W) — {v} x W are diffeomorphisms for all v € V.
Since the leaves are separable, for a fixed leaf L, passing through m € M, we have
(poi)~t({v} x W) C L,, for countably many v € V. By our assumption, f(N)
intersect only countably many leaves, ((¢ o f)~t({v} x W) is nonempty for only
countably many v € V.

Let U’ be a connected neighborhood of p such that f(U’) C U. Denote by
pr1 : VX W — V the projection to the first factor. Then (pri o po f)|y maps U’
onto a countable subset of V. Therefore, it is a constant map, i.e., (p o f)(U’) C
{vo} x W for some vy € V. This implies that F' is differentiable at p. O

3.3.7. COROLLARY. Let M be a separable, connected differentiable manifold.
Let (L,1) be a foliation of M. Then either L = M or L consists of uncountably
many leaves.

PROOF. Assume that L consists of countably many leaves. Then the identity
map id : M — M factors through L by 3.3.6. Therefore, ¢« : L — M is a
diffeomorphism and L = M. O

4. Integration on manifolds

4.1. Change of variables formula. Let U and V' be two open subsets in
R™ and ¢ : U — V a diffeomorphism of U on V. Then p(z1,zs,...,2,) =
(Sol(:Elu:E?u s ,$n),§02($1,$2, s ,(En), s 7%071(1:17:[:27 s 7xn)) with Pi - U— Ru
1 <i<n,forall (x1,x2,...,2,) € U. Let

dp1  Op1 9¢1
o1 oo e oT,
Opa  Opa Op2
o1 Oxo e o,
J(p)=1". : .
Opn  Opn 9¢n
o1 Oxo Tt ox .,

be the Jacobian determinant of the mapping . Then, since ¢ is a diffeomorphism,
J(p)(x1,x2,...,2,) # 0 for all (z1,22,...,2,) € U.
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Let f be a continuous function with compact support on V. Then we have the
change of variables formula

/Vf(ylay27;yn)dy1dy2d’yn

:/ F @@, )T (@) (@1, 2o 00| das di .. dit
U

Let w be the differential n-form with compact support in V. Then w is given
by a formula

w=f(y1,y2, - yn) dy1 Ndya A -+ Adyp
for (y1,¥2,...,Yn) € V. On the other hand,
(W) = flp(x1, 2, ..., xn)) J(p) (21, T2, ..., zn)dxy ANdxg A -+ ANdzy,

for (z1,2,...,2,) € U.

4.2. Positive measure associated to a differential form of top degree.
Let M be a manifold of pure dimension n. Let w be a differential n-form on M
with compact support. Let ¢ = (U, p,n) be a chart on M such that suppw C U.
Let d = (V,4,n) be another chart such that suppw C V. Clearly, suppw C UNV.

We can consider the differential n-forms (p=1)*(w) on ¢(U) C R™ and (¢ ~1)*(w)
on (V) C R™. These forms are represented by

(o) (W) = fulzr, 20, ..., 20)dry Adzo A -+ Adxy,
for all (z1,22,...,2,) € p(U), and
(W™ (@) = fv (i, y2, - yn) dys Adya A=+ A dyn,
for all (y1,y2,...,yn) € Y(V), respectively. Moreover, « = o=t :oUNV) —

(U N V) is a diffeomorphism, and o*((¢71)*(w)) = (¢ ~1)*(w). By the discussion
in 4.1, we have

(¢™)"(w) = (471" ()

= fv(a(zy, 2, ..., 20)) (@) (21,22, ..., 2n) dxy Adxa A -+ Adxy,
for all (x1,22,...,2,) € p(U). Hence,
fulz1,ze, ... zn) = fv(a(zr, ze, ..., zn)) (@) (z1, 22, ..., Tp)

for all (z1,2,...,2,) € p(U).
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For any continuous function g on M, by the change of variables formula in 4.1,
we also see that

/ gl @1, 20, ..., 20)) | fo(mr, 2o, . .y 20))| day dy . . . day

e (U)

:/ g(cp_l(:bl,...,:Cn))|fv(a(x1,...,xn))||J(o<)(x1,...,:vn)|dx1...dwn
»(U)

:/ g(@_l(xl,...,xn))|fv(a(:171,...,:17n))||J(a)(x1,...,3:n)|d:1:1...d:z:n
p(UNV)

:/ 9@ vz, ) v (W, 92, - yn) [ dyr dya - dy,,
»(UNV)

= / 9@ W1, y2s - yn)) [ (i, 2, yn) dyr dya - dyn.
$(V)
Therefore, the expression
/ gl N1, 20, ..., 20)) |fu(zr, 2o, . .. 20))| doy das . . . day,
(U)

is independent of the choice of the chart ¢ such that suppw C U. Hence we can
define

/9|W| :/ gl 1,22, .o 20)) | fu (1,22, 1)) | day da ... dy,
e (U)

for any chart ¢ = (U, ¢,n) such that suppw C U. The linear map g — [ g|w|
defines a positive measure on M with compact support.

Now we want to extend this definition to differential n-forms on M with arbi-
trary compact support. Let w be a differentiable n-form with support in a compact
set K in M. Let ¢; = (U, ¢i,n), 1 < i < p, be a finite cover of K by charts. Let
a;, 1 <1 < p, be a partition of unity such that

(i) ay, 1 <i < p, are positive smooth functions with compact support on M;
(ii) suppa; C U; for all 1 < i < p;

(iil) ¥  a;(m)=1for all m € K.

Then w = Zle a;w. Moreover, the differential n-forms o;w are supported in Uj,
hence the measures |o;w| are well-defined.

We claim that the sum > 7, |a;w| is independent of the choice of the cover U;
and the partition a;. Let d; = (V},4;,n), 1 < j < g, be another open cover of K
by charts on M. Let 3;, 1 < j < g, be the corresponding partition of unity. Then,
we have

p q

P q p
ol =3 (3 et | =3 (Zlmﬂwl)
i=1 1 =1

i=1 \ j= i=1
p

q q
¥ (z aimjm) S Bl
=1 =1

i=1

and this establishes our claim. Therefore, we can define

p
/glwl = Z/glaiWI
=1
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for any continuous function g on M.

Finally we want to extend the definition to arbitrary differentiable n-forms on
M. Let K be a compact set in M and « a positive smooth function with compact
support on M such that a(m) = 1 for all m € K. Then aw is a differentiable
n-form with compact support on M. For any continuous function with support in
K, the expression [ glaw| doesn’t depend on the choice of a. In fact, if 3 is another
positive smooth function on M which is equal to 1 on K, we have

[ st = [ gstacl = [ glasl = [ galp = [ glsul.

Therefore, we can define
[ atel = [ glaud

for any continuous function g with compact support in M. Therefore, w defines a
positive measure |w| on M.

From the construction of the positive measure associated to a differentiable
n-form we deduce the following result.

4.2.1. PROPOSITION. Let M and N be differentiable manifolds and ¢ : M —»
N a diffeomorphism of M onto N. Let w be a differentiable n-form on N. Then

| toalerwl= [ f

for any compactly supported continuous function f on N.



CHAPTER 2
Lie groups

1. Lie groups

1.1. Lie groups. A set G is a Lie group if

(i) G is a differentiable manifold;
(ii) G is a group;
(iii) the map ag : (g,h) — gh™! from the manifold G x G into G is differen-
tiable.

Let G be a Lie group. Denote by m : G x G — G the multiplication map
m(g,h) = gh, t : G — G the inversion map ¢(g) =g ' and by i: G +— G x G
the inclusion i(g) = (1,¢). Then we have ag o i = ¢, hence the inversion map is
differentiable. On the other hand, m = ag o (1 X ¢), hence the multiplication map
is also differentiable.

For g € G, we define the left translation v(g9) : G — G by v(g)(h) = gh for
h € G, and the right translation 6(g) : G — G by §(g)(h) = hg~! for h € G.
Clearly, left and right translations are diffeomorphisms. Therefore, the function
g — dimy G is constant on G, i.e., the manifold G is of pure dimension.

Let V be a finite-dimensional linear space over R. Then the group GL(V') of
all linear automorphisms of V' has a natural Lie group structure. It is called the
general linear group of V.

A morphism ¢ : G — H of a Lie group G into a Lie group H is a group
homomorphism which is also a morphism of differentiable manifolds.

Let G be a Lie group. Define the multiplication (g,h) — g o h = hg. The
set G with this operation is a group. Moreover, it is a Lie group. We call this Lie
group G°PP the opposite Lie group of G. The map g — ¢! is an isomorphism of
G onto G°PP. Evidently, we have (G°PP)°PP = G.

Let H be a subgroup of G. If H is a submanifold of G we call it a Lie subgroup
of G.

Let H be a Lie subgroup of G. Then we have the following commutative

diagram:
HxH —— GxG

aHl lac

H — G
Clearly, the map ag : H x H — (G is differentiable. This in turn implies that

ag : H x H— H is differentiable and H is a Lie group.
Clearly, the map i : H — G is a morphism of Lie groups.
By its definition a Lie subgroup is locally closed.

1.1.1. LEMMA. Let G be a topological group and H its locally closed subgroup.
Then H is closed in G.

23
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PROOF. Let x be a point in the closure of H. Let V be a symmetric open
neighborhood of 1 in G such that VN H is closed in V. Then 2V is a neighborhood
of  and since z is in the closure of H, xV N H is nonempty. Let y € £V N H. Then,
z € yV. Moreover, y(V N H) =yV N H is closed in yV. Assume that z is not in
H. Then there exists an open neighborhood U of x in yV such that U N H = §.
But this clearly contradicts our choice of x. Hence, x € H. (I

Therefore, we have the following obvious consequence.
1.1.2. COROLLARY. Any Lie subgroup H of a Lie group G is closed in G.

A(left) differentiable action of G on a manifold M is a differentiable map p :
G x M — M satistying
(i) p(lg,m)=m for all m € M;
(ii) w(g, u(h,m)) = u(m(g,h),m) for all g,h € G and m € M, i.e., the dia-
gram

GXGXMMGXM

mXidjul ll"

GxM —— G
"

is commutative.

Clearly, ¢ : G x G — G defined by &(g,h) = v(g9)h and ¥(g,h) = d(g)h,
g,h € G, respectively, define differentiable actions of G on G by left and right
translations respectively.

Let p : G x M — M be a differentiable action of G on M. We denote
w(g,m) = g-m for g € G and m € M. For any g € G we define the map
7(9) : M — M by 7(9)(m) = g-m for any m € M. It is easy to check that
7(gh) = 7(g)7(h). Moreover, 7(g) is differentiable. Hence, for any g € G, 7(g) is a
diffeomorphism of M with inverse 7(g71).

The set Q= {g-m | g € G} is called the G-orbit of m € M. The differentiable
map p(m) : G — M given by p(m)(g) = g - m is the orbit map of m. Its image is
the orbit .

The action of G on M is transitive if M is a G-orbit.

The set Gy, = {g € G | gm = m} = p(m)~1(m) is a subgroup of G which is
called the stabilizer of m in G.

1.1.3. LEMMA. For any m € M, the orbit map p(m) : G — M has constant
rank. In particular, p(m) is a subimmersion.

ProoF. For any a,b € G we have
(r(a) o p(m))(b) = 7(a)(b-m) = (ab) - m = p(m)(ab) = (p(m) © v(a))(b),

i.e., we have
7(a) o p(m) = p(m) o y(a)
for any a € G. If we calculate the differential of this map at the identity in G we
get
Tm(7(a)) © Ti(p(m)) = Ta(p(m)) o Tr(v(a))

for any a € G. Since 7(a) and y(a) are diffeomorphisms, their differentials T, (7(a)
and T4 (y(a)) are isomorphisms of tangent spaces. This implies that rank T3 (p(m)) =
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rank T, (p(m)) for any a € G. Hence the function a — rank, p(m) is constant on
G. O

By 1.1.4.4, we have the following consequence.

1.1.4. PROPOSITION. For any m € M, the stabilizer G, is a Lie subgroup of
G. In addition, T1(Gp,) = ker T1 (p(m)).

Let G and H be Lie groups and ¢ : G — H a morphism of Lie groups. Then
we can define a differentiable action of G on H by (g,h) — ¢(g)h for g € G and
h € H. The stabilizer in G of 1 € H is the Lie subgroup ker ¢ = {g € G | ¢(g) = 1}.
Therefore, we have the following result.

1.1.5. PROPOSITION. Let ¢ : G — H be a morphism of Lie groups. Then:
(i) The kernel ker ¢ of a morphism ¢ : G — H of Lie groups is a normal
Lie subgroup of G.
(ii) Ti(ker ¢) = ker T ().
(iii) The map ¢ : G — H is a subimmersion.

On the contrary the image of a morphism of Lie groups doesn’t have to be a
Lie subgroup.

1.2. Orbit manifolds. Let G be a Lie group acting on a manifold M. We
define an equivalence relation Rg on M by

Re={(g-m,m)e M xM|geG, me M}.

The equivalence classes for this relation are the G-orbits in M. The quotient M/Rg
is called the orbit space of M and denoted by M/G.
The next result is a variant of 2.1.1 for Lie group actions.

1.2.1. THEOREM. Let G be a Lie group acting differentiably on a manifold M.
Then the following conditions are equivalent:

(i) the relation Rg is regular;
(ii) Rg is a closed submanifold in M x M.

PROOF. First, from 2.1.1, it is evident that (i) implies (ii).

To prove that (ii) implies (i), by 2.1.1, we just have to show that py : Rg — M
is a submersion.

Define the map 6§ : G x M — M x M by 6(g,m) = (g - m,m) for g € G
and m € M. Clearly, 6 is differentiable and its image in M x M is equal to Rg.
Therefore, we can view 6 as a differentiable map from G x M onto Rg. Then we
have pp 0§ = pro : G x M — M. Therefore, this composition is a submersion.
Since 6 is surjective, p, must also be a submersion. (|

Therefore, if R is a closed submanifold, the orbit space M/G has a natural
structure of a differentiable manifold and the projection p : M — M/G is a
submersion. In this situation, we say that the group action is regular and we call
M /G the orbit manifold of M.

For a regular action, all G-orbits in M are closed submanifolds of M by 2.1.9.
Let © be an orbit in M in this case. By 1.3.3, the induced map G x  — Q is
a differentiable action of G on 2. Moreover, the action of G on ) is transitive.
For any g € G, the map 7(g) : Q@ — Q is a diffeomorphism. This implies that
dimg.,,, @ = dim,, Q, for any g € G, i.e., m —— dim,, {} is constant on €2, and {2
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is of pure dimension. Moreover, for m € 2, the orbit map p(m) : G — Q is a
surjective subimmersion by 1.1.3.

In addition, the map 6 : GXxM — R is a differentiable surjection. Fix m € M
and let 2 denote its orbit. We denote by j,, : G — G x M the differentiable
map jm(g) = (g,m) for g € G. Clearly, j,, is a diffeomorphism of G onto the
closed submanifold G x {m} of G x M. Analogously, we denote by k., : @ —
M x M the differentiable map given by k,,(n) = (n,m) for n € Q. Clearly, ky,
is a diffeomorphism of 2 onto the closed submanifold © x {m}. Since Q x {m} =
Re N (M x {m}), we can view it as a closed submanifold of Rg. It follows that we
have the following commutative diagram:

G p(m) 0

jml lkm .

GXMT>M><M

We say that a regular differentiable action of a Lie group G on M is free if the
map 0 : G x M — R is a diffeomorphism.

The above diagram immediately implies that if the action of G is free, all orbit
maps are diffeomorphisms of G onto the orbits. In addition, the stabilizers G, for
m € M are trivial. In §1.4 we are going to study free actions in more detail.

1.3. Coset spaces and quotient Lie groups. Let G be a Lie group and H
be a Lie subgroup of G. Then py : HxG — G given by u¢(h, g) = v(h)(g) = hg for
h € H and g € G, defines a differentiable left action of H on G. The corresponding
map 6y : HxG — G x G is given by 0y(h, g) = (hg, g). This map is the restriction
to H x G of the map ay : Gx G — G x G defined by ay(h, g) = (hg, g) for g, h € G.
This map is clearly differentiable, and its inverse is the map f: G x G — G x G
given by B¢(h,g9) = (hg™',g) for g,h € G. Therefore, a; is a diffeomorphism.
This implies that its restriction 6, to H x G is a diffeomorphism on the image Rg.
Therefore, Rg is a closed submanifold of G x G, and this action of H on G is
regular and free. The quotient manifold is denoted by H\G and called the right
coset manifold of G with respect to H.

Analogously, u, : H x G — G given by p.(h,g) = 6(h)(g) = gh~* for h€ H
and g € G, defines a differentiable left action of H on G. The corresponding map
0:HxG — GxG is given by 0,.(h,g) = (gh~ 1, g). This map is the restriction to
H x G of the map «,. : Gx G — G x G defined by a,.(h,g) = (gh™1, g) for g, h € G.
This map is clearly differentiable, and its inverse is the map 3, : G x G — G x G
given by 8,.(h,g) = (gh,g) for g,h € G. Therefore, ;. is a diffeomorphism. This
implies that its restriction 6, to H x G is a diffeomorphism on the image Rg.
Therefore, Rg is a closed submanifold of G x GG, and this action of H on G is
regular and free. The quotient manifold is denoted by G/H and called the left
coset manifold of G with respect to H.

Since G acts differentiably on G by right translations, we have a differentiable
map Gx G5 G5 H\G. This map is constant on right cosets in the first factor.
By the above discussion it induces a differentiable map pp, : G x H\G — H\G.
It is easy to check that this map is a differentiable action of G on H\G.

Analogously, we see that G acts differentiably on the left coset manifold G/H.
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If N is a normal Lie subgroup of G, from the uniqueness of the quotient it follows
that G/N = N\G as differentiable manifolds. Moreover, the map G x G — G/N
given by (g,h) — p(gh™1) = p(g)p(h)~! factors through G/N x G/N. This proves
that G/N is a Lie group. We call it the quotient Lie group G/N of G with respect
to the normal Lie subgroup N.

Let G be a Lie group acting differentiably on a manifold M. Let m € M and
G, the stabilizer of m in G. Then the orbit map p(m) : G — M is constant on
left G,-cosets. Therefore, it factors through the left coset manifold G/G,, i.e., we
have a commutative diagram

a p(m) M
p

l/ o(m)
G/Gm

Since p(m) is a has constant rank by 1.1.3, we have

rank, p(m) = rank; p(m) = dimim 71 (p(m)) = dim 71 (G) — dimker T (p(m))
=dim7(G) — dim Ty (Gy,) = dim G — dim G,,, = dim G/Gp,.
On the other hand, since p is a submersion we have rank, 4 o(m) = rank, p(m) =

dim G/G,,. Since p is surjective, this in turn implies that o(m) is also a subimmer-
sion. On the other hand, o(m) is injective, therefore it has to be an immersion.

1.3.1. LEMMA. The map o(m) : G/G,, — M is an injective immersion.

In particular, if ¢ : G — H a morphism of Lie groups, we have the commuta-

tive diagram
Pl /
P

G/ ker ¢

of Lie groups and their morphisms. The morphism ® is an immersion. There-
fore, any Lie group morphism can be factored into a composition of two Lie group
morphisms, one of which is a surjective submersion and the other is an injective
immersion.

1.4. Free actions. Let G be a Lie group acting differentiably on a manifold
M. Assume that the action is regular. Therefore the quotient manifold M/G exists,
and the natural projection p : M — M/G is a submersion. Let U be an open set
in M/G. A differentiable map s : U — M is called a local section if po s = idy.
Since p is a submersion, each point u € M/G has an open neighborhood U and a
local section s on U.

Let U C M/G be an open set and s : U — M a local section. We define
a differentiable map ¢ = po (idg x 8) : G x U — M. Clearly, if we denote by
p2 : G x U — U the projection to the second coordinate, we have

p(¥(g,u)) = p(u(g, s(u)) = p(g - s(u)) = p(s(u)) = u = p2(g,u)
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for any g € G and U, i.e., the diagram

GxU —Y % M

"l s
v —— M/G

is commutative.

Clearly, the open subset p~1(U) of M is saturated and s(U) C p~*(U). Let
m € p~Y(U). Then p(m) corresponds to the orbit Q of m. Moreover, p( (p(m))) =
p(m) and s(p(m)) is also in . This implies that m = g - s(p(m)) = ¥(g, p(m)) for
some g € G, and the map 1 is a differentiable surjection of G x U onto p~(U).

Let m = s(u) for u € U and ¢ € G. Denote by Q the G-orbit through
m. Then Ty, (p) o Tu(s) = lr,(m/c)- Therefore, Ty (s) @ Ty(M/G) — T, (M)
is a linear injection, T;,(p) is a linear surjection, ker T,,,(p) Nim Ty, (s) = {0} and
Ti(M) = ker Ty, (p) @ im Ty, (s). By 1.1.4.4, we have ker T,,,(p) = T,,(92). Hence,
we have T,, (M) = T,,,(Q) & im Ty, ().

Now we want to calculate the differential T{ g .y () : T(g,u)(GXU) — Tgm(M).
Let iy, : G — G x {u} and i, : U — {g} x U. First, we have

(¥oiu)(h) = hem = 7(g)(g~"-h-m) = ((g)op(m)) (9~ " h) = (t(g)op(m)ov(g~"))(h),
for any h € G. So, by taking the differentials

Ty(v 0 iu) = Tin(7(9)) © Ti(p(m)) o Ty(y(g™))-
Second, we have
(1 oig)(v) = g - s(v) = (7(g) © 5)(v)
so, by taking differentials we have
Tu(p oig) = Tm(7(g)) 0 Tu(s).
Since Ty, (G x U) = Ty(G) ® T (M/G), we have the formula

Ty ()X, Y) = Ton(r(@)) (T (p(m) Ty (1(g~ (X)) + Ton(r(@) (T (5)(Y)
=Th@@D@HMmD@(( H)(X)) + T )

for X € Ty,(G) and Y € T,(M/G). Since 7(g) is a diffeomorphism, T,,(7(g))
Tn(M) — T, m(M ) is a linear isomorphism. Moreover, since v(g) is a dlffeomor—
phism, Ty(v(97")) : Ty(G) — Ti(G) is a linear isomorphism. Hence, T(,,,(¢) is
surjective if and only if

imTi(p(m)) +im T, (s) = T (M).

Clearly, imT1(p(m)) C T, () and as we already remarked T,,(Q) @ im Ty, (s) =
T (M). Hence, Ty ) (1) is surjective if and only if Ty (p(m)) : T1(G) — T)n(Q) is
surjective.

Therefore, 1 is a surjective submersion of G x U onto p~*(U) if and only if all
orbit maps p(m) are submersions of G onto the orbits of m € s(U). Since

plh-m) = p(m) o 5(h~1)
and §(h™1) is a diffeomorphism, we see that p(h-m), h € G, are subimmersions
of the same rank. Therefore, the above condition is equivalent to all maps p(m)
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being submersions of G onto orbits of m € p~1(U). By 1.3.1, this is equivalent to
all maps o(m) being diffeomorphisms of G/G,, onto orbits of m € p~1(U).

Let M be a manifold. Consider the action of G on Gx M given by pas(g, (h,m)) =
(gh,m) for any g,h € G and m € M. This is clearly a differentiable action
and Rg = {(g,m,h,m) € G x M x G x M}. Therefore, Rg is a closed sub-
manifold of G x M x G x M and this action is regular. Moreover, the corre-
sponding map Oy : G X G X M — G X M x G x M is given by the formula
Or (g, h,m) = (gh,m,h,m) for g,h € G and m € M, hence it is a diffeomorphism
of G x G x M onto Rg and the action of G on G x M is free.

No we we want to give a natural characterization of free actions and show that
they locally look like the free action from the above example.

1.4.1. THEOREM. Let G be a Lie group acting differentiably on a manifold M.
Assume that the action is regular. Then the following conditions are equivalent:
(i) the action of G is free;
(ii) all orbit maps p(m) : G — Q, m € M, are diffeomorphisms;
(iii) for any point w € M /G there exists an open neighborhood U of u in M /G
and a local section s : U — M such that the map ¥ : G x U — M is a
diffeomorphism of G x U onto the open submanifold p~1(U) of M.

PROOF. We already established that if the action of G is free, all orbit maps
are diffeomorphisms. Hence, (i) implies (ii). If (ii) holds, by the above discussion,
we see that 1 is a surjective submersion. On the other hand,

dimg,,,)(G x U) = dim G 4 dim,, (M /G) = dim Q + dim, (M /G) = dimg.,,, M,

50 T(4,u) (1) is also injective. Therefore, 9 is a local diffeomorphism. On the other
hand, if ¥(g,u) = ¥(h,v), we have u = p(¥)(g,u)) = p((h,v)) = v. Moreover,
g-u = h-u implies that g = h, since the orbit maps are diffeomorphisms. It follows
that v is a bijection. Since it is a local diffeomorphism, it must be a diffeomorphism.
Therefore, (iii) holds.

It remains to show that (iii) implies (i). First assume that we have an open
set U in M/G and a local section s on U such that v : G x U — p~}(U) is a
diffeomorphism. Then, p~!(U) is G-invariant and we can consider the G-action
induced on p~(U). Clearly, this action of G is differentiable. If we consider the
action of G onto G x U from the previous example, the diagram

GxGxU -5 GxU

idGX'L/’J( lill
G xp ' (U) —— p~'(U)

is commutative, since

for all g,h € G and w € U. This implies that the diagram

GxGxU - GxUxGxU
idcwa( lwxw

Gxp ' (U) —2— p=}(U) x p~ (V)
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is commutative and the vertical arrows are diffeomorphisms. The diffeomorphism
1 X 1 maps the graph of the equivalence relation on G x U onto the graph of the
equivalence relation on p~!(U). Since the action on G x U is free, the action on
p~1(U) is also free. Therefore, the restriction of § to G x p~1(U) is a diffeomorphism
onto Rg N (p~1(U) x p~1(U)).

Therefore (iii) implies that € is a local diffeomorphism of G x M onto Rg. In
addition, the orbit maps are diffeomorphisms.

It remains to show that 8 : G x M — M x M is an injection. Assume that
0(g,m) = 0(h,n) for g,h € G and m,n € M. Then we have (g -m,m) = (h-n,n),
i.e., m =n and g-m = h-m. Since the orbit maps are bijections, this implies that
g=h. O

1.5. Lie groups with countably many components. Let G be a Lie
group. The connected component Gy of GG containing the identity is called the
identity component of G. Clearly, G is an open and closed subset of G. For any
g € G the right translation §(g) permutes connected components of G. Moreover,
it maps the g into 1, hence it maps G onto itself. It follows that Gy is a Lie
subgroup of G.

Moreover, the map Int(g) : G — G is a Lie group automorphism of G. There-
fore, it also permutes the connected components of G. In particular it maps Gy
onto itself. This implies that Gy is a normal Lie subgroup of G. The quotient
Lie group G/Gy is discrete and its cardinality is equal to the number of connected
components of G.

1.5.1. LEMMA. Let G be a connected Lie group. For any neighborhood U of the
identity 1 in G, we have
¢=Ju"
n=1

PROOF. Let V be a symmetric neighborhood of identity contained in U. Let
H=,~,V". If g€ V" and h € V™, it follows that gh € V"*™ C H. Therefore,
H is closed under multiplication. In addition, if g € V™, we see that g=' € V" since
V' is symmetric, i.e., H is a subgroup of G. Since V' C H, H is a neighborhood of
the identity in G. Since H is a subgroup, it follows that H is a neighborhood of
any of its points, i.e., H is open in GG. This implies that the complement of H in G
is a union of H-cosets, which are also open in GG. Therefore, H is also closed in G.
Since G is connected, H = G. O

This result has the following consequence.
1.5.2. COROLLARY. Let G be a connected Lie group. Then G is separable.

PROOF. Let U be a neighborhood of 1 which is domain of a chart. Then, U
contains a countable dense set C'. By continuity of multiplication, it follows that
C™ is dense in U™ for any n € Z;. Therefore, by 1.5.1, D = |-, C™ is dense in
G. In addition, D is a countable set. Therefore, there exists a countable dense set
D in G.

Let (Uy;n € Z4), be a fundamental system of neighborhoods of 1 in G. With-
out any loss of generality we can assume that U,, are symmetric. We claim that
U={U,d| meZy,de D} is a basis of the topology on G. Let V' be an open set
in G and g € V. Then there exists n € Z, such that U2g C V. Since D is dense in
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G, there exists d € D such that d € U,g. Since U, is symmetric, this implies that
g € U,d. Moreover, we have
Und CUZg C V.

Therefore, V' is a union of open sets from . O

A locally compact space is countable at infinity if it is a union of countably
many compact subsets.

1.5.3. LEMMA. Let G be a Lie group. Then the following conditions are equiv-
alent:

(i) G is countable at infinity;
(ii) G has countably many connected components.

PROOF. (i) = (i1) Let K be a compact set in G. Since it is covered by the
disjoint union of connected components of G, it can intersect only finitely many
connected components of G. Therefore, if G is countable at infinity, it can must
have countably many components.

(i7) = (i) Let g;, ¢ € I, be a set of representatives of connected components
in G. Then G = J;c; 9iGo. Let K be a connected compact neighborhood of the
identity in G. Then K C Gy and by 1.5.1, we have Gy = |J,—, K™. Moreover, K",
n € N, are all compact. It follows that

i€l n=1
Therefore, if I is countable, G is countable at infinity. O

A topological space X is a Baire space if the intersection of any countable
family of open, dense subsets of X is dense in X.

1.5.4. LEMMA (Category theorem). Any locally compact space X is a Baire
space.

PRrOOF. Let U,, n € N, be a countable family of open, dense subsets of X.
Let V = V; be a nonempty open set in X with compact closure. Then V; N U;
is a nonempty open set in X. Therefore, we can pick a nonempty open set with
compact closure Vo C Vo € Vi NU;. Then Vo N U is a nonempty open subset of
X. Continuing this procedure, we can construct a sequence V,, of nonempty open
subsets of X with compact closure such that V11 C Vn+1 c V, NU,. Therefore,
Vag1 C V,, for n € N, ie., V,, n € N, is a decreasing family of compact sets.
Therefore, W = ﬂzo:l Vp # 0. On the other hand, W C V,,41 C U, for all n € N.
Hence the intersection of all U,,, n € N, with V is not empty. O

1.5.5. PROPOSITION. Let G be a locally compact group countable at infinity
acting continuously on a hausdorff Baire space M. Assume that the action of G on
M is transitive. Then the orbit map p(m): G — M 1is open for any m € M.

PROOF. Let U be a neighborhood of 1 in G. We claim that p(m)(U) is a
neighborhood of m in M.

Let V be a symmetric compact neighborhood of 1 in G such that V2 C U.
Clearly, (gV;g € G), is a cover of G. Since G is countable at infinity, this cover has
a countable subcover (¢g,V;n € N), ie., G = J,—; g,V. Therefore, M is equal to
the union of compact sets (g,V)-m, n € N. Let U, = M — (g,V) - m for n € N.
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Since V is compact, all g,V, n € N, are compact. Hence their images (¢g,V) - m
are compact and therefore closed in M. It follows that U,,, n € N, are open in M.
Moreover, we have

N Un= (M= (g.V) m)=M—|J(gaV) m=0.

Therefore, by 1.5.4, at least one U,, cannot be dense in M. Hence M —V -m =
(g, ) (M — (9o V) - m) is not dense in M. It follows that V - m has a nonempty
interior. Assume that g-m, g € V, is an interior point of V - m. Then (¢=*V) - m
is a neighborhood of m. Therefore,

(gV)-mcVZ-mcU-m=pm)U)

is a neighborhood of m € M. This establishes our claim.

Assume now that U is an arbitrary open set in G. Let ¢ € U. Then ¢—'U is
a neighborhood of 1 € G. Hence, by the claim, g~ - p(m)(U) = p(m)(g~1U) is a
neighborhood of m € M. This implies that p(m)(U) is a neighborhood of g - m.
Therefore, p(m)(U) is a neighborhood of any of its points, i.e., it is an open set. O

Let G be a Lie group acting differentiably on a manifold M. If the action
is transitive, the orbit map p(m) : G — M is a surjective subimmersion. If G
has countably many connected components, it is countable at infinity by 1.5.3.
Therefore, by 1.5.5, p(m) is an open map. By 1.1.3.2, it has to be a submersion. As
we remarked before, it factors through a differentiable map o(m) : G/G,, — M.
Clearly, in our situation, the map o(m) is an bijective submersion. By 1.3.1, it is
also an immersion. Therefore, we have the following result.

1.5.6. THEOREM. Let G be a Lie group with countably many connected compo-
nents acting differentiably on a manifold M. Assume that the action of G on M is
transitive. Then the orbit map induces a diffeomorphism o(m) : G/Gn, — M.

This has the following direct consequences.

1.5.7. COROLLARY. Let ¢ : G — H be a surjective Lie group morphism.
If G has countably many connected components the induced homomorphism & :
G/ker ¢ — H is an isomorphism.

1.5.8. THEOREM. Let G be a Lie group with countably many connected com-
ponents acting differentiably on a manifold M. Assume that the action is reqular.
Then the following conditions are equivalent:

(i) all stabilizers G,,,, m € M, are trivial;
(i) the action of G on M is free.

Another consequence of the argument in the proof of 1.5.5 is the following
observation.

1.5.9. LEMMA. Let G be a locally compact group countable at infinity acting
continuously on a hausdorff Baire space M. Assume that G has countably many
orbits in M. Then there exists an open orbit in M.

PROOF. Let m;, i € I, be a family of representatives of all G-orbits in M. Let
V be a compact neighborhood of 1 € G. Then, as in the proof of 1.5.5, there exists
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a sequence (gn;n € N) such that G = |J;—, g, V. Therefore, we have

M = U U(gnV)-mi.

€l n=1
If we define U; , = M — (9,V) - my, i € I,n € N, the sets U; ,, are open sets in M.

In addition,
o0 oo

m ﬂ Ui_,n:M—U U(gnV)~mi:@.

i€l n=1 i€l n=1
Since I is countable, by 1.5.4, at least one U; , cannot be dense in M. Therefore,
that ¢,V - m; has a nonempty interior. This implies that the orbit G - m; has
nonempty interior. Let m be an interior point of G -m;. Then, for any g € G, g-m
is another interior point of G - m;. Therefore, all points in G - m; are interior, i.e.,
the orbit G - m; is open in M. ([

This has the following consequence.

1.5.10. PROPOSITION. Let G be a Lie group with countably many components
acting differentiably on a manifold M. If G acts on M with countably many orbits,
all orbits are submanifolds in M.

PROOF. Let © be an orbit in M. Since Q is G-invariant, its closure Q is G-
invariant. Therefore € is a union of countably many orbits. Moreover, it is a locally
compact space. Hence, by 1.5.4, it is a Baire space. If we apply 1.5.9 to the action
of G on Q, we conclude that ) contains an orbit ' which is open in Q. Since Q
is dense in €, we must have ' = Q. Therefore,  is open in . Therefore, there
exists an open set U in M such that QN U = Q, i.e., Q is closed in U. Therefore,
the orbit € is locally closed in M. In particular, €2 is a locally compact space with
the induced topology. Let m € ). Using again 1.5.4 and 1.5.5 we see that the map
o(m) : G/Gp, — Q is a homeomorphism. By 1.3.1, §2 is the image of an immersion
o(m) : G/G,, — M. Therefore, by 1.1.4.2, Q is a submanifold of M. O

1.6. Universal covering Lie group. Let X be a connected manifold with
base point zg. A covering of (X, x¢) is a triple consisting of a connected manifold
Y with a base point yg and a projection g : Y — X such that

(i) ¢ is a surjective local diffeomorphism;
(i) q(yo) = wo;
(iii) for any = € X there exists a connected neighborhood U of X such that ¢
induces a diffeomorphism of every connected component of ¢~1(U) onto
U.
The map ¢ is called the covering projection of Y onto X.

A cover (X,p,&0) of (X,x0) is called a universal covering if for any other
covering (Y, q,yo) of (X, xzg) there exists a unique differentiable map r : X =Y
such that (X, 7, %) is a covering of (Y, o) and the diagram

XYy
pl/
q
X

is commutative.
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Clearly, the universal covering is unique up to an isomorphism.
Any connected manifold X with base point zp has a universal cover X and
71 (X, &) is trivial, i.e., X is simply connected.

1.6.1. LEMMA. Let (X,xzg) be a connected manifold and (Y,p,yo) its covering.
Let (Z,2z,) be a connected and simply connected manifold, and F : Z — X a
differentiable map such that F(zo) = xo. Then there exists a unique differentiable
map F': Z — 'Y such that
(i) F'(20) = yo;
(ii) the diagram

F/
J —

N

Let (Y, q,y0) be a covering space of (X, xg). A diffeomorphism ¢ : Y — Y is
called a deck transformation if g o ¢ = q.

Let (X' Zo) be the universal covering space of (X,x0). Then any loop 7 :
[0,1] — X such that v(0) = (1) = z¢ can be lifted to the unique curve ¥ :
[0,1] — X such that

(i) ¥(0) = Zo;

(ii) poy =1.
The end point (1) of 7 is in p~*(zo). This map induces a bijection of 71 (X, x)
onto p~!(xg). On the other hand, for any x € p~1(z) there exists a unique deck
transformation of X which maps Z, into z. In this way, we construct a map from
the fundamental group 71 (X, ) onto the group of deck transformations of X. This
map is a group isomorphism. Therefore, 7 (X, 2¢) acts on X and X is the quotient
of X with respect to this action.

Let G be a connected Lie group. Denote by (G D, ) the universal covering
space of (G,1). Then G x G is connected and simply connected. Therefore, the
mapping m o (p x p) : G x G — G has a lifting m : G x G — G such that
w1, 1) = 1.

We claim that G with the multiplication defined by m is a group. First, we
have

1s commutative.

po (mo (idz xm)) =mo (pxp)o (ids x m)
=mo(pXxpom)=mo(pXmo(pXxp))=mo(idgxm)o(pXpxp)
and
po(mo(m xidg)) =mo (pxp)o(m xids)
=mo(pomxp)=mo((mo(pxp))Xp)=mo(mxidg)o(pXpXxp).
Since the multiplication on G is associative, it follows that m o (ids x m) and
mo (m X idg ) are the lifts of the same map from G' x G' x G into G. Since both

maps map (1,1,1) into I, it follows that they are identical, i.e., the operation 7 is
associative.
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Also, we have

p(11(g, 1)) = m(p(9), 1) = p(g)
for any g € G, hence § — m(g,1) is the lifting of p : G — G. Since m(1,1) =1,
this map is the identity on G, i.e., m(g,1) = g for all § € G.
Analogously, we have

p(m(1,9)) = m(1,p(9)) = p(9)

for any g € G, hence § — m(1, ) is the lifting of p : G — G. Since m(1,1) =1,
this map is the identity on G, ie., m(i,g) =g forall ge G.
It follows that 1 is the identity in G.
Let 7 : G —» G be the lifting of the map top : G — G such that i) =1.
Then we have

p(11(g,7(9))) = m(p(), p(i())) = m(p(g),p(§) ") = 1.
Therefore, g — m(§g,2(g)) is the lifting of the constant map of G into 1. Since
(m(1,7(1)) = 1, we conclude that this map is constant and its value is equal to 1.
Therefore, we have
m(9,1(9) =1
for all § € G.
Analogously, we have

p(m(i(9), 9)) = m(p(i(9)), p(9)) = m(p(9) ™", (7)) = 1.

Therefore, § — m(i(§), §) is the lifting of the constant map of G into 1 € G. Since
(m(i(1),1) = 1, we conclude that this map is constant and its value is equal to 1.
Therefore, we have

m(i(g),9) =1
for all § € G.

This implies that any element § € G has an inverse §~! = i(j). Therefore, G
is a group. Moreover, since m and ¢ are differentiable maps, G is a Lie group. It is
called the universal covering Lie group of G.

By the construction we have mo (p x p) = pom, i.e., p: G — G is a Lie group
homomorphism. Let D = kerp. Then D is a normal Lie subgroup of G. Since pis
a covering projection, D is also discrete.

For any d € D, v(d) : G — G is a deck transformation which moves 1 into
d. Therefore d — ~(d) defines an isomorphism of D with the group of all deck
transformations of G. Composing this with the isomorphism of the fundamental
group 71 (G, 1) with the group of all deck transformations we see that

(G, 1) = kerp.

1.6.2. LEMMA. Let D be a discrete subgroup of a Lie group G. Then D is a
closed subgroup.

Proor. Clearly, D is locally closed. Hence, by 1.1.1, D is closed in G. ]

1.6.3. LEMMA. Let G be a connected Lie group and D its discrete normal sub-
group. Then D is a central subgroup.
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PROOF. Let d € D. Then « : g — gdg~—! is a continuous map from G
into G and the image of « is contained in D. Therefore, the map o« : G — D
is continuous. Since G is connected, and D discrete it must be a constant map.
Therefore, gdg~! = a(g) = a(1) = g for any g € G. It follows that gd = dg for any
g € G, and d is in the center of G. O

In particular, the kernel ker p of the covering projection p : G — G is a discrete
central subgroup of G. From the above discussion, we conclude that the following
result holds.

1.6.4. PROPOSITION. The fundamental group m (G,1) is abelian.

Let (Y, q,y0) be another covering of (G, 1). Then there exists a covering map
r: G — Y such that p = gor and r(1) = yo. All deck transformations of
G corresponding to the covering r : G — Y are also deck transformations for
p: G — G. Therefore they correspond to a subgroup C' of D. Since D is a
central subgroup of G, C is also a central subgroup of G. It follows that r is
constant on C-cosets in G and induces a quotient map G/C — Y. This map is a
diffeomorphism, hence Y has a Lie group structure for which g is the identity. This
proves the following statement which describes all covering spaces of a connected
Lie group.

1.6.5. THEOREM. Any covering of (G,1) has a unique Lie group structure such
that the base point is the identity element and the covering projection is a morphism
of Lie groups.

On the other hand, we have the following characterization of covering projec-
tions.

1.6.6. PROPOSITION. Let ¢ : G — H be a Lie group homomorphism of con-
nected Lie groups. Then ¢ is a covering projection if and only if Ty(¢) : T1(G) —
Ty (H) is a linear isomorphism.

PrOOF. If ¢ is a covering projection, it is a local diffeomorphism and the
assertion is obvious.

If T () : Th(G) — T1(H) is a linear isomorphism, ¢ is a local diffeomorphism
at 1. By 1.1.5, ¢ has constant rank, i.e., it is a local diffeomorphism. In particular,
it is open and the image contains a neighborhood of identity in H. Since the
image is a subgroup, by 1.5.1 it is equal to H. Therefore, ¢ is surjective. Moreover,
T1(ker ) = {0} by 1.1.5, i.e., D = ker @ is discrete. By 1.6.3, D is a discrete central
subgroup. It follows that ¢ induces an isomorphism of G/D onto H. Therefore, H
is evenly covered by G because of 1.4.1. O

Let G and H be connected Lie groups and ¢ : G — H be a Lie group
homomorphism. Assume that G is simply connected. Then there exists a unique
lifting @ : G — H such that $(1) = 1. Since, we have
pomo(@x @) = mo(pxp)o(@x @) = mo((po@) x (po@)) = mo(pxp) = pom = pogom
the maps mo (¢ x ¢) and @ om are the lifts of the same map. They agree on (1,1)
in G x G, hence they are identical. This implies that ¢ : G — H is a Lie group

homomorphism.
Therefore, we have the following result.
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1.6.7. LEMMA. Let ¢ : G — H be a Lie group homomorphism of a simply
connected, connected Lie group G into a connected Lie group H. Let H be the
universal covering Lie group of H and p : H —s H the covering projection. Then
there exists a unique Lie group homomorphism ¢ : G — H such that poY=p.

In addition, if ¢ : G — H is a Lie group morphism of connected Lie groups,
there exists a unique Lie group homomorphism ¢ : G — H such that the diagram

G 2.0

o | [

]
G —— H
where the vertical arrows are covering projections, is commutative.

1.7. A categorical interpretation. Let Lie be the category of Lie groups.
Denote by Conn/Lie its full subcategory of connected Lie groups. If G is a Lie group,
its identity component Gg is a connected Lie group. Moreover, if ¢ : G — H is
a Lie group morphism, ¢(Gy) C Hy. Therefore, the restriction ¢g of ¢ to Gg is a
morphism ¢qg : Gy — Hp. It is easy to check that this defines a functor from the
category Lie into the category ConnLie. In addition, we have

Hom(G, H) = Hom(G, Hy)

for any connected Lie group G and arbitrary Lie group H. Therefore, taking the
identity component is the right adjoint to the forgetful functor For : ConnLlie —
Lie.

Let SimplyConnLie be the full subcategory of Lie consisting of simply con-
nected connected Lie groups. It follows from the above discussion that ™ is a functor
from ConnLie into SimplyConnLie. By 1.6.7, the universal covering functor ~ is
the right adjoint to the forgetful functor For : SimplyConnLie — ConnLie.

It follows that the composition of the identity component functor and the uni-
versal covering functor is the right adjoint to the forgetful functor from the category
SimplyConnLie into Lie.

In the next section we are going to show that SimplyConnLie is equivalent to
a category with purely algebraic objects.

1.8. Some examples. Let M be a manifold with an differentiable map m :
M x M — M which defines an associative multiplication operation on M. Assume
that this operation has the identity 1.

Leti: M — MxM and j : M — M x M be the maps given by i(m) = (m, 1)
and j(m) = (1,m) for all m € M. Then moi = idy and m o j = idy;. Hence,
their differentials satisfy

T(l,l)(m) o T1 (Z) = ITl(M) and T(M)(m) o Tl(j) = ITl(M)'

Moreover, T1()(X) = (X,0) and T1(5)(Y) = (0,Y) for any X,Y € T1(M). There-
fore,

T1,0)(m)(X,Y) = T(a,1y(m)((X,0) + (0,Y)) = T(1,1)(m) (X, 0) + T(1,1)(m)(0,Y)
=T (m)(T1(D)(X)) + Ty (m) (T () (V) = X +Y
for any X,Y € T1(M). Hence, we proved the following result.
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1.8.1. LEMMA. The differential of the multiplication map at (1,1) is given by
Taym)(X,)Y)=X+Y
for any X, Y € Ty (M).
Let G be the set of all invertible elements in M. Then, G is a group.

1.8.2. LEMMA. The group G is an open submanifold of M. With this manifold
structure, G is a Lie group.

PRrOOF. Consider the map ¢ : M x M — M x M defined by ¢(a,b) =
(a,m(a,b)) for myn € M. Then, by 1.8.1 we see that T1 1(¢)(X,Y) = (X, X +Y)
for any X,Y € T1(M). Therefore, ¢ is a local diffeomorphism at 1. Therefore,
there exists neighborhoods U and V of (1,1) € M x M such that ¢ : U — V is a
diffeomorphism. Let ¢ : V' — U be the inverse map. Then ¢(a,m(a,b)) = (a,b)
for all (a,b) € U. Hence, if we shrink V' to be of the form W x W for some open
neighborhood W of 1 in M, we have 9(a,b) = (a,a(a,b)) for some differentiable
function  : W x W — M and a,b € W. In particular, if we put t(a) = a(a,1),
we have

(a,m(a,(a))) = ¢(a,(a)) = ¢(a,(a, 1)) = (a,1)
for a € W. Therefore, all elements in W have a right inverse.
Analogously, by considering the opposite multiplication m®(a,b) = m(b,a) for
a,b € M, we conclude that there exists an open neighborhoods W' where all ele-

ments have a left inverse. Therefore, elements of O = W N W' have left and right
inverses. Let a € O, b a left inverse and c a right inverse. Then

b= b(ac) = (ba)e = ¢,

i.e., any left inverse is equal to the right inverse c¢. This implies that the left and
right inverses are equal and unique. In particular the elements of W are invertible.

It follows that W C G. Let g € G. Then the left multiplication y(g) : M — M
by g is a diffeomorphism. Therefore, g - W C G is an open neighborhood of g. It
follows that G is an open submanifold of M.

Since the map g — ¢! is given by ¢ on W, it is differentiable on W. If
h € g-W, we have h™* = (g(g7'h))™! = (¢7'h)"tg™ = (g~ *h)g!, and this
implies that the inversion is differentiable at g. It follows that G is a Lie group. [

In particular, this implies that checking the differentiability of the inversion map
in a Lie group is redundant. If G is a manifold and a group and the multiplication
map m : G Xx G — G is differentiable, then G is automatically a Lie group.

Let A be a finite dimensional associative algebra over R with identity. Then the
group G of invertible elements in A is an open submanifold of A and with induced
structure it is a Lie group. The tangent space T1(G) can be identified with A.

In particular, if A is the algebra £(V') of all linear endomorphisms of a linear
space V, this group is the group GL(V). If V = R", the algebra £(V) is the algebra
M, (R) of n x n real matrices and the corresponding group is the real general linear
group GL(n,R). Tts dimension is equal to n?.

Let det : GL(n,R) — R* be the determinant map. Then it defines a Lie
group homomorphism of GL(n,R) into R*. Its kernel is the real special linear
group SL(n,R).
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The tangent space at I € M,(R) can be identified with M, (R). To calculate
the differential of det at I, consider the function

t— det(I +tT) =1+ ttr(T) +1%(...)

for arbitrary T' € M, (R). Since T is the tangent vector to the curve t — I +¢T'
at t = 0, we see that the differential of det is the linear form tr : M,,(R) — R.
It follows that the tangent space to SL(n,R) at I is equal to the subspace of
all traceless matrices in M, (R).
Therefore, the dimension of SL(n,R) is equal to n? — 1.
Let A be a finite dimensional associative algebra over R with identity. An
inwvolution T on A is a linear map a — a” such that
(i) (a")" =a for any a € A;
(ii) (ab)™ =07a7 for all a,b € A.

Clearly, 7 is a linear isomorphism of A and
17’ — 17’(17’)7’ — (17'1)7' — (17')7' — 1
Let G be the Lie group of all regular elements in A. Let

H={g9eG|gg"=9"g=1}.
Then H is a subgroup of G. Moreover, it is a closed subset of A.

1.8.3. LEMMA. The group H s a Lie subgroup of G.
The tangent space T1(H) can be identified with the linear subspace {a € A |
a=—a"}.

PROOF. The tangent space to G at 1 can be identified with A, by attaching
to a € A the tangent vector at 1 to the line R 5 ¢+~ 1+ta. Let ¥ : A — A
be the map ¥(a) = aa”. Then we can view it as the composition of a — (a,a”)
with the multiplication map. Since a — (a,a”) is a linear map, its differential is
also a — (a,a"). Hence, by 1.8.1, we see that the differential of ¥ at 1 is given by
T (¥)(a)=a+a.

Let S ={a € A|a=a"}. then S is a linear subspace of A and therefore
a submanifold. The image of ¥ is in S. Therefore, ¥ : A — S is differentiable.
Moreover, by the above calculation, ¥ is a submersion at 1. Hence, there exists
an open neighborhood U of 1 in G such that the restriction ¥ : U — S is a
submersion. By 1.1.4.4, HNU = U N¥~1(1) is a submanifold of G. This implies
that y(h)(HNU) = HNh-U is a submanifold of G for any h € H. Therefore, H
is a submanifold of G and a Lie subgroup of G. In addition, T1(H) = ker T} (¥) =
{a€A|a=-a"}. O

Let V be a finite dimensional real linear space and ¢ : V xV — R a symmetric
(resp. skewsymmetric) nondegenerate bilinear form. Then for any 7' € £(V') there
exists a unique T* € L(V') such that

o(Tv,w) = ¢(v, T*w) for all v,w € V.
The mapping T — T* is an involution on £(V'). The Lie group
G={TeGL(V)|TT"=T"T =1}
is called the orthogonal (resp. symplectic) group of .
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For example, if V = RP*9 and

P p+q
SD(U,UJ) = E VWi — E VWi,
i=1 i=p+1

then the corresponding orthogonal group is denoted by O(p, ¢). It is a Lie subgroup
of GL(p + ¢, R).

Then det : O(p,q) — R* is a Lie group homomorphism. Its kernel is the
special orthogonal group SO(p, q) which is also a Lie subgroup of the special linear
group SL(p + ¢, R).

If V=R?* and

p(v,w) =D (Uit g — Vpyiw;),
i=1
then the corresponding symplectic group is denoted by Sp(n, R). It is a Lie subgroup
of GL(2n,R).

Consider now the Lie subgroup O(n) = O(n,0) of GL(n,R). For any T' € O(n),
its matrix entries are in [—1,1]. Therefore, O(n) is a bounded closed submanifold
of M, (R). It follows that O(n) is a compact Lie group. Hence, it has finitely many
connected components.

Clearly, for a matrix 7' € O(n), T* is its transpose. Therefore, det(T) =
det(T*) and

1 = det(I) = det(T'T*) = det(T) det(T™*) = (det(T))?

ie., det(T) = £1. It follows that the homomorphism det maps O(n) onto the
subgroup {£1} of R*. Therefore, SO(n) is a normal Lie subgroup of O(n) of index
2. In particular, SO(n) is open in O(n). Moreover, it has finitely many connected
components.

The natural action of the group O(n) on R™ preserves the euclidean distance.
Therefore, it acts differentiably on the unit sphere S"~! = {x € R | 2%+ 23+ -+
22 =1}. Let e = (1,0,...,0) € S"~ L. Consider the orbit map p(e) : SO(n) — R
given by T — T - e (viewing e as a column vector). Then

—_

Ty - Tip

o

Tnl o Tnn

where ¢ is the first column of the matrix 7.

Let s be a point on the sphere S?~!. Then we can view s; = s as a vector in R”
of length 1. We can add vectors sa, ..., S, so that s1,ss,...,58, is an orthonormal
basis of R™. Let S be an orthogonal matrix with columns s1, So,...,5,. As we
remarked before, its determinant is +1. By changing the signs in the last column
sn if necessary, we can assume that it is 1, i.e., S is in SO(n). Then, by above
calculation, we have s = p(e)(S). Hence, SO(n) acts transitively on S"1.

Moreover, S € SO(n) is in the stabilizer of e if and only if the first column of
S is equal to e. Since other columns are orthogonal to e, their first coordinates are
0. Hence, the stabilizer of e in SO(n) is the group

{7

TESO(n—l)}.
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which is isomorphic to SO(n — 1). Therefore, by 1.5.6, the orbit map induces a
diffeomorphism of SO(n)/SO(n — 1) with S"~1.

The dimension of SO(n) is equal to the dimension of its tangent space at I.
Therefore, by 1.8.3, it is equal to the dimension of the space of all real skewsym-
metric n X n matrices, i.e., we have
nin—1)

5

1.8.4. LEMMA. For any n € N, the group SO(n) is a connected compact Lie
group of dimension @
For any n € N, the group O(n) has two connected components. The identity

component is SO(n).

dim SO(n) =

We need to prove the first statement only. It is a consequence of the following
discussion.

Let G be a Lie group and H a Lie subgroup of G. Denote by Gy and Hy the
identity components of G and H respectively. Then we have a natural Lie group ho-
momorphism H — G — G/Gy from H into the discrete group G/Gg. Therefore,
this homomorphism factors through H/Hy, i.e., we have a natural homomorphism
H/Hy — G/Gy of discrete groups.

1.8.5. LEMMA. Let G be a Lie group and H its Lie subgroup. Assume that G/H
is connected. Then the homomorphism H/Hy — G/Gy is surjective.

PROOF. Let e be the identity coset in G/H. Then the orbit map p(e) : G —
G/ H is a submersion. Let G be the identity component of G. Then, the restriction
of p(e) to Gy is also a submersion. It follows that the orbit of e under Gy is open.
Since Gy is a normal subgroup, all orbits of G in G/H are open. Moreover, since
G/H is connected, it follows that G acts transitively on G/H.

Let ¢ € G. Then there exists h € Gy such that ge = he. It follows that
h~'ge = e and h~'g is in the stabilizer of e, ie., in H. It follows that ¢ is in

a (Gg-coset intersecting H, i.e., its coset is in the image of the homomorphism
H/Hy — G/Gy. O

This result has the following immediate consequence.

1.8.6. LEMMA. Let G be a Lie group and H its Lie subgroup. Assume that H
and G/H are connected. Then G is a connected Lie group.

PROOF. By our assumption, H/Hy = {1}. By 1.8.5, it follows that G/Go =
{1}. O

Now we prove 1.8.4 by induction in n € N. If n = 1, SO(1) = {1} and the
statement is obvious. Moreover, S”~! is connected for n > 2. By inducition, we
can assume that SO(n — 1) is connected. As we remarked above, SO(n)/SO(n —1)
is diffeomorphic to S™~!. Hence, the assertion follows from 1.8.6.

Consider now V = C”. The algebra of complex linear transformations on V' can
be identified with the algebra M, (C) of n x n complex matrices. It can be viewed
as a real algebra with identity. The corresponding group of regular elements is
the group GL(n,C) of regular matrices in M, (C). It is called the complex general
linear group. Clearly, it is an open submanifold of M, (C) and also a Lie group.
Its tangent space at I can be identified with M, (C). Therefore the dimension of
GL(n,C) is equal to 2n.
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The determinant det : GL(n,C) — C* is again a Lie group homomorphism.
Its kernel is the complex special linear group SL(n,C). As before, we can calculate
its differential which is the complex linear form tr : M,,(C) — C. Therefore, the
tangent space to SL(n,C) at I can be identified with the space of traceless matrices
in M,,(C). It follows that the dimension of SL(n, C) is equal to 2n? — 2.

Let V = CP*4 and

P p+q
(v, w) = E VW — E V;W;
i=1 i=p+1

for v,w € V. This form is linear in the first variable and antilinear in the second,
but if we forget the complex structure, it is bilinear. Therefore, the above discussion
applies again. If T —— T* is the corresponding involution on M, (C), the group
H ={T € GL(n,C) | TT* =T*T = 1}, is called the unitary group with respect to
¢ and denoted by U(p, q).

If V.= C" we put U(n) = U(n,0). In this case T* is the hermitian adjoint
of the matrix T. The absolute values of all matrix entries of T € U(n) are < 1.
Therefore, U(n) is a bounded closed submanifold of M, (C). It follows that U(n) is
a compact Lie group. In particular, it has finitely many connected components. In
addition, we have

1 = det(TT*) = det(T) det(T)* = | det(T)|?

for T € U(n), i.e. det is a Lie group homomorphism of U(n) into the multiplicative
group of complex numbers of absolute value 1. The kernel of this homomorphism is
the special unitary group SU(n). It is also compact and has finitely many connected
components.

By 1.8.3, the tangent space to U(n) at I is equal to the space of all skewadjoint
matrices in M,,(C). Therefore, we have

dim U(n) = n®.

The tangent space to SU(n) at I is the kernel of the linear map induced by tr,
i.e., the space of all traceless skewadjoint matrices in M, (C). Therefore, we have

dimSU(n) =n? — 1.

The natural action of the group U(n) on C™ preserves the euclidean distance.
Therefore, it acts differentiably on the unit sphere S?"~! = {z € C" | |=1|*> +
|22 + -+ + |2n]? = 1}. Let e = (1,0,...,0) € S?~1. Consider the orbit map
ple) : SU(n) — C™ given by T — T - e (viewing e as a column vector). Then

1
Ty - Tip 0 T
pom =Te= |+ || = ]-n
Tnl Tnn 0 Tnl

where ¢ is the first column of the matrix 7.

Let s be a point on the sphere $2*~!. Then we can view s; = s as a vector in C"
of length 1. We can add vectors sa, ..., S, so that s1,ss,...,5, is an orthonormal
basis of C". Let S be a unitary matrix with columns s1, sa, ..., s,. As we remarked
before, its determinant is a complex number of modulus 1. By multiplying the last
column s,, by the complex conjugate of this determinant if necessary, we can assume
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that the determinant is equal to 1, i.e., S is in SU(n). Then, by above calculation,
we have s = p(e)(S). Hence, SU(n) acts transitively on 271

Moreover, S € SU(n) is in the stabilizer of e if and only if the first column of
S is equal to e. Since other columns are orthogonal to e, their first coordinates are
0. Hence, the stabilizer of e in SU(n) is the group

1 0
0 T
which is isomorphic to SU(n — 1). Therefore, by 1.5.6, the orbit map induces a

diffeomorphism of SU(n)/SU(n — 1) with S$?"~1.
Clearly, SU(1) = {1}. By induction in n, this leads to the following result.

TESU(n—l)}.

1.8.7. LEMMA. For any n € N, the group SU(n) is a connected compact Lie
group of dimension n? — 1.

PROOF. This follows immediately from the above discussion and 1.8.6 as in the
proof of 1.8.4. O

On the other hand, U(n)/SU(n) is isomorphic to the multiplicative group of
complex numbers of absolute value 1. Hence, applying 1.8.6 again, we conclude
that the following result holds.

1.8.8. COROLLARY. The group U(n) is a connected compact Lie group.

Let H denote the quaternions (for all unexplained notation about quaternions
see 1.9). Let M, (H) be the associative algebra of n-by-n matrices with quater-
nionic coefficients. Denote by I the identity matrix in N, (H). Clearly, M, (H) is
isomorphic to R*" as a real vector space. Hence, it has a natural structure of a
4n-dimensional manifold. The matrix multiplication on M, (H) is a differentiable
map from M, (H) x M,,(H) into M, (H). Therefore, all ivertible matrices in M,, (H)
form an open submanifold of M, (H) which is the Lie group GL(n,H) of dimension
4n? by 1.8.2. Let T — T™* be the involution on M,,(H) which attaches to a matrix
T its adjoint T™. We put

Sp(n) = {T € M,(H) | TT* = T*T = I}.

By 1.8.3, Sp(n) is a Lie subgroup of the Lie group GL(n,H). We call it the sym-
plectic group Sp(n).

Clearly, Sp(n) is a closed submanifold of M, (H). Also, all coefficients of a
matrix 7" in Sp(n) have norm < 1 by 1.9.2. Hence, Sp(n) is a bounded subset in
R*". Therefore, Sp(n) is a compact Lie group. In particular, it has finitely many
connected components.

The tangent space to Sp(n) at I is the space of all skewadjoint matrices in
M, (H). Therefore, we have

7’L2—7’L

dim Sp(n) =4 +3n = 2n% +n.

The natural action of the group Sp(n) on H" preserves the norm by 1.9.3.
Therefore, it acts differentiably on the unit sphere S4"~1 = {q € H" | |q|* +
lg2|® + -+ + |qu]®> = 1}. Let e = (1,0,...,0) € S*~!. Consider the orbit map
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p(e) : Sp(n) — H" given by T — T - e (viewing e as a column vector). Then

1

T -+ T T11

o

where ¢ is the first column of the matrix 7. If S € Sp(n) is in the stabilizer of e if
and only if the first column of S is equal to e. On the other hand, S~! = S* is also
in the stabilizer. That implies that the first column of S* is also in the stabilizer.
Therefore, the first row of S is (1,0,...,0). Hence, the stabilizer of e in Sp(n) is

the group
1 0
0 T

which is isomorphic to Sp(n — 1). Clearly, we have

TESp(n—l)}.

dim Sp(n)/ Sp(n—1) = dim Sp(n)—dim Sp(n—1) = 2n*+n—2(n—1)*~n+1 = 4n—1.

By 1.3.1, the the orbit map induces a diffeomorphism of Sp(n)/Sp(n — 1) onto an
open set in S4"~1. In particular, the orbit of e is open in the sphere S4*~1. Since
Sp(n) is compact, this orbit is also closed in S**~!. Since S*"~! is connected, we
see that the orbit is equal to S47~ 1.

Irt follows that the orbit map induces a diffeomorphism of Sp(n)/Sp(n — 1)
onto S4n—1,

The group Sp(1) consists of quaternions ¢ such that ¢g = g¢g = 1. By 1.9.1 this
is equivalent to ¢ being of norm 1. Hence, we have

Sp(1) ={qgeH||gl =1} ={g=al +bi+cj+dk|a®>+b*+c*+d*>=1}.

Hence, Sp(1) is diffeomorphic to the sphere S3. In particular, it is connected and
simply connected.
This leads to the following result.

1.8.9. LEMMA. For any n € N, the group Sp(n) is a connected compact Lie
group.

PRrROOF. This follows immediately from the above discussion and 1.8.6 as in the
proof of 1.8.4. O

Now we want to study the fundamental groups of the above examples.

Assume that G is a Lie group and H a Lie subgroup. Let Hy be the identity
component of H. Then Hj is a Lie subgroup of G. Moreover, the natural quotient
morphism p : G — G/H is constant on left Hy-cosets. Therefore it induces a
differentiable map 7 : G/Hy — G/H. Let py : G — G/Hy be the natural
quotient morphism. Then we have 7o pg = p. Since p is a submersion, 7 has to be
a submersion. Moreover, we have

dim(G/H) = dim G — dim H = dim G — dim Hy = dim(G/ Hy),

and 7 is a local diffeomorphism.
Consider the differentiable map H x G — G given by pu,(h,g) = gh~! for
h € H and g € G. It defines an action of H on G. The composition of this map
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with po defines a differentiable map A : H x G — G/Hy. We can view Hy x Hy
as a Lie subgroup of H x G. Clearly, since Hy is a normal subgroup in H, we have

Ahho, gh1) = ghihg 'h™ Hy = gh™ (hhihg 'h™ " Hy = gh~ ' Hy

for any g € G, h € H and hg,h; € Hy. Hence, the differentiable map A factors
through a differentiable map « : H/Hy x G/Hy — G/H, which satisfies

r(hHo, gHo) = gh™ ' Hy

for any ¢ € G and h € H. Clearly, this is a differentiable action of the discrete
group H/Hy on G/Hy. The orbits on this action in G/H, are the projections of
left H-cosets in G in G/Hy. Therefore, G/H is the quotient manifold of G/H for
that action. Hence, the action of the discrete group H/Hy on G/H)j is regular. By
1.4.1, this action is free. By (iii) in 1.4.1, we also see that 7 is a covering projection.

Assume that G is a connected Lie group. Then G/H and G/H, are connected
manifolds, and 7 : G/Hy — G/H is a covering projection. Moreover, the order of
the covering is equal to Card(H/Hy), i.e., to the number of the components of H.

1.8.10. LEMMA. Let G be a connected Lie group and H a Lie subgroup of G. If
G/H is simply connected, the group H is connected.

In addition, the natural morphism of fundamental groups m (H,1) — w1 (G, 1)
18 surjective.

PROOF. Let Hy be the identity component of H. Then 7 : G/Hy — G/H is a
covering projection. Since G/H is simply connected, 7 has to be a diffeomorphism,
i.e., the order of the covering is 1. This implies that H = H.

Let G be the universal cover of G and r : G — G the natural projection.
Since r is a local diffeomorphism, K = r~'(H) is a Lie subgroup of G. Moreover,
the differentiable map por : G — G/H induces a diffeomorphism G/K — G/H.
Hence, G /K is simply connected. By the first part, K is connected. Let C = kerr.
As we established before, C' is isomorphic to the fundamental group of G. Then
C C K is a discrete central subgroup of K and K/C = H. It follows that the
universal covering group of K is also the universal covering group H of H. Moreover,
C is a quotient of the kernel of the projection H —s H, which is isomorphic to the
fundamental group of H. O

This has the following consequence.

1.8.11. COROLLARY. Let G be a connected Lie group and H a connected Lie
subgroup of G. If H and G/H are simply connected, G 1is also simply connected.

We know that SU(n), n > 1, are connected by 1.8.7, all spheres of dimension
> 2 are simply connected and SU(1) = {1}. Hence, by induction in n, from the
isomorphism of SU(n)/SU(n — 1) with $?"~! for n > 2, the next result follows.

1.8.12. LEMMA. All groups SU(n), n > 1, are simply connected.

We know that Sp(n), n > 1, are connected by 1.8.9, all spheres of dimension
> 2 are simply connected and Sp(1) is simply connected. Hence, by induction in
n, from the isomorphism of Sp(n)/Sp(n — 1) with S4"~1 for n > 2, the next result
follows.

1.8.13. LEMMA. All groups Sp(n), n > 1, are simply connected.
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Now we want to discuss some low dimensional examples. Let T' € SL(2,C) be
given by the matrix
_ (P
' (7 0 ) ’

with «, 8,7, € C satisfying ad — 8y = 1, then its inverse is

T—l — d _ﬁ
_/y a :
If T € SU(2), then we must also have

-1 __ * C:Y
T =T —<B

Therefore, § = & and v = —f. It follows that

(a8
(% 8)

with |a|? + |8]? = 1. Therefore, SU(2) is diffeomorphic to a three dimensional unit
sphere S3 in C2. In particular, SU(2) is simply connected, as we already established
above.
Moreover, from 1.9, we see that SU(2) is isomorphic to Sp(1) as a Lie group.
We identify R? with the space H of traceless selfadjoint 2 x 2 matrices via the
map:

92l
N——

y—iz —x

H:(x,y,z)»—>( v y—l—zz)
Then

det H(z,y,2) = —(2? +y* + 2?),
i.e., it is the negative of the square of the distance from the origin to the point
(z,y,2). Clearly, for any T € SU(2) and S € H, the matrix TST* = TST!
satisfies

(TST*)* = TS*T* = TST* and tr(T'ST*) = tr(ST*T) = tr(S) = 0,
i.e., is again selfadjoint and traceless. Therefore, the map ¢ (7T') : S — TST* is a
representation of SU(2) on the real linear space H. Clearly, det(T'ST*) = det(S),
Hence, if we identify H with R3 using H, we see that the action of SU(2) on R? is
by orthogonal matrices. Therefore, we constructed a continuous homomorphism
of SU(2) in the group of O(3). Since SU(2) is connected, this is a homomorphism
of SU(2) into SO(3).
Since we have

TH(x,y,2)T" = <_B @) (y—iz —x ><B 0‘>_

(la|* = |B1*)z + 2 Re(aB)y — 2Im(af3)z —2afz + (o = )y +i(a® + %)z
—2afz+ (% - By — i@+ 82z (a2 = |B))x — 2Re(aB)y +2Im(af)z)
we see that
lal> =8> 2Re(af) —2Im(af)
$(T) = [ ~2Re(aB) Re(a?— %) —Im(a? + 32

—2Im(aB) Im(a® —B%) Re(a®+ 3?)
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Let T be in the kernel of . Then (1,1) coefficient of ¢(T") has to be equal to 1,
ie., |a|?> —|B|* = 1. Since |a|?> + |B|*> = 1, we see that |o| = 1 and 3 = 0. Now,
from the (2, 3) coefficient we see that Im(a?) = 0 and from the (2, 2) coefficient we
see that Re(a?) = 1. It follows that a® = 1 and a = +1. Hence, the kernel of ¢
consists of matrices (§9) and (' % ). Therefore, the differential of ¢ is injective.
Since SU(2) and SO(3) are three-dimensional, it follows that the differential of v is
an isomorphism of tangent spaces at the identity. Since both groups are connected,
it must be a covering projection by 1.6.6.

1.8.14. LEMMA. The fundamental group of SO(3) is Zs. Its universal covering
group s SU(2) = Sp(1).

Clearly, SO(1) = {1} is simply connected. The group SO(2) is isomorphic
to the circle S', and its fundamental group is Z. On the other hand, from the
isomorphism SO(n)/SO(n — 1) with S™~1, the fact that spheres of dimension > 2
are simply connected and 1.8.14, we see that the fundamental groups of SO(n),
n > 3, are either trivial or equal to Tyt

1.9. Appendix: Quaternions. Let M>(C) be the ring of 2 x 2 complex
matrices. Denote by A the subset of all matrices of the form

(% 2)

where o and [ are arbitrary complex numbers. Clearly, this subset is a four di-
mensional real linear subspace of M3(C).

In addition,
o B\ (v &\ _[ay—B5 ad+py
-8 a)\-0 5) \=-py—ad —-p6+ay

and we see that A is actually a real subalgebra of M3(C). The identity matrix I is
the identity element in this algebra.
Moreover, the hermitian adjoint of the matrix

[ B
T“(—ﬂ a)
«_ (a0 =B
r=(5 )

and the involution on M>(C) maps A into itself. Therefore, it induces involution
on A.
Also, we have

is the matrix

o O =lap 1R 20

So, every nonzero element of A is invertible. The inverse of T # 0 is

_ 1 a —f 1
T 1 _ X _ T*
detT (ﬁ a ) detT™

i.e., it is in A, and A is a division algebra.

detT =

10One can actually show that they are all isomorphic to Za.
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We can pick a basis of A as a real linear space

10\ . (i 0 . (0 1 (0 i
I R () R ) F S )

Then an element g of A is represented uniquely as
qg=al+bi+cj+dk

for a,b,c,d € R. The element 1 is the identity in A and the rest of multiplication
table is given by
iri=j-j=k-k=-1
and
i-j=—-j-i=k, i-k=-k-i=-j, j-k=-k-j=1.

Therefore, A is as a real associative algebra with identity isomorphic to the
algebra of quaternions H.

The involution on A corresponds to the map g — ¢ on quaternions given by

qg=al —bi—cj—dk.

Therefore, ¢ — ¢ is an involution on H.
Moreover, we have

_ . ) [ a+bi cHdi
q_a1+b1+c‘]+dk_(—c+di a—bi)’
and, since
a/+bl C+dl 2 2 2 2
—c+di a—bi_a+b e+ d

we see that the function

lg) = Va2 + b2 + 2 + a2
on H satisfies |¢| > 0 and |g| = 0 if and only if ¢ = 0. Moreover,
lp+al < |pl+ lq]
for any p,q € H. We call this function the norm on H.
Moreover, by the above formula we see that
97 = qq = |¢|*1.
Hence, for any nonzero quaternion ¢ = al + bi + ¢j + dk we have

1
-1 _
qa =54
laf®

Moreover, if ¢ and ¢’ are two quaternions given by

g=al+bi+cj+dkand ¢ =ad'1+Vi+cj+dk,

we have
lqq/| = det a+bi c+di a+bvi J+di
91 =ae —c+di a—-bi)\-c+di o —bi
_la+bi c+di||d+Vi I+ — lalld]
Tleetdi a—bil|l-d+di o —pi| NI

Hence, we have the following result.
1.9.1. LEMMA. For any two quaternions q,q" € H we have
lad’| = lallq'l.
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Let M, (H) be the set of all n-by-n quaternion matrices with standard matrix
addition and multiplication. Then M, (H) is an associative algebra over R. Its
identity is the identity matrix. The group of all invertible matrices in M, (H) is the
general linear group GL(n, H).

We view elements of H" as column vectors and define the map (T,v) — Tv
from M, (H) x H" into H" given by matrix multiplication.

For any T in M,(H) we denote by T* the matrix such that (T*);; = Tj; for
any 1 < 14,7 < n. By direct calculation, one easily checks that T" — T™ is an
involution on M, (H). We denote by Sp(n) the subgroup of GL(n,H) consisting of
matrices 7" such that T—1! = T*. Such matrices are called symplectic, and Sp(n) is
the symplectic group.

Let T be a symplectic matrix. Then T*T =1, i.e.,

ZTﬁchj = ZTkiTkj =051
k=1

k=1
for all 1 < 4,5 <n. In particular, we have

> ITwil* =1
k=1

for any 1 < ¢ < n. This implies the following result.

1.9.2. LEMMA. Let T be a symplectic matriz. Then |T;;| <1 for any1 <i,j <

We define a norm ¢ — ||¢g|| on H" by

llgl* = z:lqzl2

Let T be a symplectic matrix in M, (H) For v € H"™ we have

ITv]|*1 = Z (Tv)iP1 =1 Tijv°1

i=1 i=1 j=1

n n n n n
— — *

= E E g Tivr = g U; T Tivr, = g 0; T3 Tk vk
i=1 j=1 k=1 i,j, k=1 i,j.k=1
2
= Z 00,0k = ZUJUJ = ||v[|°1.
7,k=1

Therefore, we have the following result.
1.9.3. LEMMA. Let T be a symplectic matriz in My (H). Then
7o = o]
for any v € H".

2. Lie algebra of a Lie group

2.1. Lie algebras. A Lie algebra a over a field k of characteristic 0 is a linear
space over k with a bilinear operation (z,y) — [z, y] such that

(i) [z,z] =0 for all z € a;
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(ii) (Jacobi identity) [z, [y, ]] + [y, |2, #]] + [7, [z,y]] = 0 for all z,y, z € a.

The operation (x,y) — [z,y] is called the commutator. The condition (i)
implies that

0=l+yz+yl =lx2]+ [y + [y.2] + [y,y] = [z,9] + [y, 7]
ie.
[z,y] = —ly, 2]
for all z,y € a.
A k-linear map ¢ between Lie algebra a and b is a morphism of Lie algebras if

o[z, y]) = [p(z), p(y)] for all z,y € a.

Lie algebras over k and morphisms of Lie algebras for the category of Lie
algebras.

If A is an associative algebra, we can define [S,T] = ST — TS for all S,T € A.
By direct calculation one can check that A with this commutator becomes a Lie
algebra. This defines a functor from the category of associative algebras into the
category of Lie algebras.

In particular, if V' is a linear space over k and £(V') the algebra of all linear
transformations on V, the commutator defines on £(V') a structure of a Lie algebra.
This Lie algebra is denoted by gl(V).

A Lie algebra homomorphism v : @ — gl(V) is called a representation of a on
V.

Let a be a Lie algebra. For x € a we denote by ad(x) the linear transformation
on a defined by ad(z)(y) = [z,y] for all y € a.

2.1.1. LEMMA. ad is a representation of a on a.

PROOF. Let z,y € a. Then, by the Jacobi identity, we have

ad([xay])(z) = [[‘Tvy]vz] = _[Zv [Iay]] = [‘Tv [yvz]] + [yv [Z,:Z?]]
= ad(z)(ad(y)(2)) — ad(y)(ad(z)(2)) = [ad(z), ad(y)](2)
for any z € a. (I

This representation is called the adjoint representation of a.

Let b be a linear subspace of a. If z,y € b imply that [z, y] € b, the restriction
of the commutator to b defines a structure of Lie algebra on b. The Lie algebra b
is called the Lie subalgebra of a. Let b be such that x € a and y € b imply that
[,y] € b. Then the Lie subalgebra b is an ideal in a.

Let a be a Lie algebra and b an ideal in a. Let x, 2’ € a be two representatives
of the same coset modulo b. Also, let y,3’ € a be two representatives of the same
coset modulo b. Then

[z,y] — [,y ] =[x — 2", y] + 2",y —y] € b,
i.e., [z,y] and [2/,7y'] are in the same coset modulo b. Therefore,
(x+b,y+b)— [z,y] +b

is a well defined bilinear operation on a/b. Clearly, a/b is a Lie algebra with that
operation. It is called the quotient Lie algebra a/b of a modulo the ideal b.

2.1.2. LEMMA. Let ¢ : a — b be a morphism of Lie algebras. Then:
(i) The kernel ker ¢ of ¢ is an ideal in a.
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(ii) The image im @ of ¢ is a Lie subalgebra in b.

Let a and b be two Lie algebras. Then the linear space a x b with the commu-

tator
(=, y), (", ")) = ([z, 2], [y, ')
for z, 2’ € a and y,y’ € b is a Lie algebra — the product a x b of Lie algebras a and
b.
Let a be a Lie algebra. The center ¢ of a is

c={z€allz,y=0forallyc a}.

Clearly, ¢ is an ideal in a.

A Lie algebra a is abelian if [z,y] = 0 for all x,y € a.

Let a be a Lie algebra. We denote by a°?P the opposite Lie algebra of a. It is the
same linear space with the commutator (z,y) — [z,y]° = —[z, y]. Clearly, a®?? is
a Lie algebra. Moreover, x — —z is an isomorphism of a with a°PP. Evidently, we
have (a°PP)°PP = q.

If dima = 1, a has to be abelian.

If dim a = 2, we can pick a basis (v1,v2) of a and see that [x,y] is proportional
to [v1,vs] for any z,y € a. Therefore, we can assume that [x,y] is proportional
to ey for any x,y € a. If a is not abelian, there exists es such that [e1, ea] = e;.
Therefore, we conclude that up to an isomorphism there exists a unique nonabelian
two dimensional Lie algebra over k.

Finally, we quote the following fundamental theorem of Ado (which will be
proven later) which says that every finite-dimensional Lie algebra has a faithful
finite-dimensional representation.

2.1.3. THEOREM (Ado). Let g be a finite-dimensional Lie algebra over k. Then
g is isomorphic to a Lie subalgebra of gl(V') for some finite-dimensional linear space

V over k.

2.2. Lie algebra of a Lie group. Let G be a Lie group. Let T1(G) be
the tangent space to G at the identity 1. If ¢ : G — H is a morphism of Lie
groups, T1(y) is a linear map from T4 (G) into T1(H). Therefore, in this way we get
a functor from the category of Lie groups into the category of finite-dimensional
linear spaces over R.

We want to show that these objects have additional structure which carries
additional information about Lie groups.

For any g € G, Int(g) : G — G given by Int(g)(h) = ghg~! is an automor-
phism of G. Therefore, Ad(g) = T (Int(g)) is a linear automorphism of T3 (G).

2.2.1. LEMMA. The map Ad : G — GL(T1(G)) is a Lie group homomorphism.
ProoOF. We have
Ad(gg') = Ty (Int(gg')) = T (Int (g) o Int(g'))
= T1(Int(g)) o Ty (Int(g")) = Ad(g) o Ad(g')

for all g,¢' € G. Therefore, Ad is a group homomorphism. Clearly, it is also
differentiable. O

Let ¢ : G — H be a Lie group morphism. Then we have
p(Int(9)(9") = ¢(g9'9™") = w(9)p(9")e(9) ™" = Int(p(9))(2(9'))
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for g, ¢’ € G. By differentiation at 1 € G we get
T1(p) o T1(Int(g)) = T1(Int(o(g)) © Ta ()

- Ti(p) o Ada(g) = Adr(e(g)) o Th(p)

for any g € G. Hence T} (i) intertwines the group actions.
By differentiating the Lie group homomorphism Ad : G — GL(T1(G)) we get
a linear map T1(Ad)) : T4 (G) — L(T1(G)). This map defines a bilinear map

(&) — [& 1] = (Th(Ad)(€))(n)
from T1(G) x T1(G) — T1(G). We can view it as a bilinear operation on 71 (G).

2.2.2. LEMMA. Let ¢ : G — H be a Lie group morphism. Then
Ti () ([, m) = [Ta()(€), Ta () (n)]
for any &,m € T1(G).

PrROOF. Let ¢ : G — H be a Lie group morphism. By the above formula, for
any n € T1(G) we have

T1(p)(Ada(g)n) = Adu(e(9))(Ti(e)(n))

for any n € T1(G). By taking the differential of this map at 1 € G and evaluating
it on & € T1(G), we get

Ti(e)([§,n]) = [Ta(e)(€), Ti(e)(n)]
for any &,n € T1(G). O

Therefore, T1(p) : T1(G) — Ti(H) is a morphism of the tangent spaces
equipped with the above bilinear operation.

2.2.3. LEMMA. Let &,n,¢ € T1(G). Then

(& [0, ¢1) = [[&; ), €1 + [, €, €]-
PRrROOF. If we apply 2.2.2 to the Lie group automorphism Int(g) we get

Ad(g)([n,¢]) = [Ad(g)(n), Ad(g)(C)]-
for any n,{ € Ti(G). By taking the differential of these maps at 1 € G and

evaluating it at & € T1(G), we get
(&, [n. ¢l = T1(A)(§)([n, ¢])
= [T (Ad)(&)(n). <] + [0, To(Ad)(€)(C)] = [I€: n], <] + [n, [€, C]I-

O

We shall prove that T} (G) with this bilinear operation is a Lie algebra. We

only have to establish that [-,-] is anticommutative. Then Jacobi identity follows
from 2.2.3.

We start first with a special case. Let G = GL(n,R). Then, we can identify
T1(G) with the space M, (R). For small ¢, the line ¢ — I + tT lies in GL(n,R).
Moreover,

Int(S)(I +tT) =S +tT)S™' =T +tSTS™*
and we have
Ad(S)(T) = STS™*
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for any T € M, (R) and S € GL(n,R). Moreover, for small ¢t we have
(I+tS)"t=T—tS+1%(...),
for any S € M, (R), what yields to
Ad(I +tS)(T) = (I +tS)T(I+tS)™' =T +t(ST —TS) +t*(...),
for small ¢. It follows that
T1(Ad(S))(T) = ST —TS =1[5,T]

and the above bilinear operation is the natural commutator on M, (R). Therefore,
T1(GL(n,R)) is a Lie algebra.

Now we want to prove this for an arbitrary Lie group. This requires some
preparation.

Consider first the multiplication map m : GxG — G. By 1.8.1, its differential
Ta1)(m) : Ti(G) x Ty (G) — T1(G) at (1,1) is equal to

Tan(m)(&n) =&+

for all &,n € T1(G).
Since we have m(g,1(g)) = 1, it follows that

0= T(l,l)(m) o (ITl(G) X Tl(L)) o Tl(A) = ITl(G) + Tl(L),
where A : G — G x G is the diagonal map. Hence, we have
Ty (L) = _ITI(G)'

Let M and N be two differentiable manifolds, p € M and ¢ € N. Let X €
T,(M) and Y € Ty (N). For f € C*(M x N) we denote by

fx:n— X(f(-,n)) and fY:m|—>Y(f(m,~))

are smooth functions in C*°(N) and C°°(M) respectively. In addition, Y (fx) =

X(fY).
Let G be a Lie group and &,n € T1(G). Put

(Exm)(f) = &((f em)") = n((f o m)e)

for any f € C°°(G). Then £ x 7 is a linear form on the real linear space C*°(G). It
is called the convolution of & and 7.

2.2.4. LEMMA. For &,n € T1(G) we have
[€m] =Exn—nxE.

PrROOF. Fix &, € T1(G). Let f € C°°(G). Then can consider the function
w:gr— (Ad(g)n)(f). The differential of w at 1 satisfies

dw1 (§) = (Ty(Ad) () (f) = [&nl(f)-
On the other hand,

w(g) = (Ad(g)n)(f) = (T1(Int(g))n)(f) = n(f o Int(g))
for all g € G. Therefore, if we put

F(g,h) = (f oInt(g))(h) = f(ghg™")
for all g, h € G, it follows that
w(g) = n(f oInt(g)) = n(F(g,-)) = F"(g)
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and

dwi(§) = E(F") = n(F).

On the other hand, if we define u : G x G x G — G as u(g,g',h) = ghg’ for
9,9',h € G, we have

F(g,h) = (fou)g,g~ " h) = (fop)(g.u(g),h)

for g, h € G. Therefore,

Fe(h) = &((f o p) (- 1, 0)) +&((f o p)(1,(), b))
= &((fom) (- ) = &((f om)(h,)) = (f om)e(h) — (f om)*(h),

what finally leads to

dw1 () = n((f om)e) —n((f om)®) = (Exn)(f) — (= &) ().
O

In particular, the bilinear operation (£,n) — [£,n] on T1(G) is anticommuta-
tive.

This completes the proof that the tangent space T1(G) of a Lie group G
equipped with the bilinear operation (£,7) — [£,7n] is a Lie algebra. We call
it te Lie algebra of the Lie group G and denote by L(G).

Let ¢ : G — H be a morphism of Lie groups. By 2.2.2, the linear map
Ti(p) : T1(G) — T1(H) can be interpreted as a morphism of Lie algebra L(G)
into L(H). Hence we shall denote it by L(p) : L(G) — L(H). In this way we get
a functor from the category of Lie groups into the category of real Lie algebras.

Moreover, from the definition of the commutator we see that the following
relation holds.

2.2.5. LEMMA.
L(Ad) = ad.

Let G be a Lie group and ¢ € G. Then Int(g) is an automorphism of G.
Therefore, Ad(g) = L(Int(g)) is an automorphism of L(G). Therefore, the adjoint
representation Ad : G — GL(L(G)) is a homomorphism of G into the group
Aut(L(G)) of automorphisms of L(G).

There is another realization of the Lie algebra of G which is somethimes useful.
It is a consequence of the following discussion.

The algebra End(C*°(G)) is an associative algebra with identity. Therefore,
with the commutator [A, B] = Ao B— Bo A it is a real Lie algebra.

A wvector field X on G is an element of End(C°°(G)) which is also a derivation
of C*>*(G), i.e., it satisfies

X(py) = pX(¥) + X(p)

for all p, ¢ € C(G).
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We claim that the linear space T (G) of all vector fields on G is a Lie sublagebra
of End(C*°(@G)). Let X,Y € T(G). Then we have

(X, Y(py) = X(Y(p9)) = Y(X(p¥))
= X (@Y (¢)) + X(Y(9)) = Y(pX () = Y (X(p)¥) = X ()Y (¥) + X (Y (¢))
+ XY ()Y +Y(p)X () = Y(p) X () — eY (X(¥)) = X ()Y (¥)
= eX(Y(¥) =Y (X (1) + X (Y ()Y =Y (X ()¢ = ¢[X, Y](4) = [X, Y]()¥
for all p,1 € C*°(G). Therefore, [X,Y] is a vector field on G. It follows that 7(G)
is a Lie subalgebra of End(C*(Q)).
Let X be a vector field on G. Let g € G. Then f — X(f)(g) is a tangent

vector X, in T,(G) which we call the value of X at g.

The vector field X is left-invariant if X, = Th(v(g))Xp for any g, h € G. This
implies that for any f € C°°(G), we have

X(f)(gh) = X(f e v(9))(h)

for all g,h € G, i.e.,

X(f)er(g) = X(fo(9)
for all ¢ € G. It is clear that the last property of X is equivalent to the left-
invariance.
Let X and Y be two left-invariant vector fields on GG. Then

(X, Y](fov(g)) = X(Y(f o(9)) = Y(X(fov(9)
= X(Y(f) or(9)) =Y (X(f) ov(9)) = X(Y(f)) o v(9) = Y(X(f)) o(9)
= [X,Y](f) en(9)
for all g € G, i.e., the vector field [X,Y] is also left-invariant.
Therefore, left-invariant vector fields form a Lie subalgebra £(G) of T (G).
2.2.6. LEMMA. The map X —— X1 is a linear isomorphism of L(G) onto
T1(G).

ProoF. If X is left-invariant, X, = T1(v(g))X: for any g € G, i.e., the map
X —— X is injective.

On the other hand, for any £ € T1(G), the map f —— &(f o v(")) is a left-
invariant vector field on G. O

Let £,m € T1(G). Then, by 2.2.6, there exist left invariant vector fields X and
Y on G such that X; = ¢ and Y7 = 1.

2.2.7. LEMMA. We have
(X, Y] = [&m)].
Proor. To prove this, it is enough to establish that
(& xm)(f) =&V (f))

for any f € C*°(G). Since Y is left-invariant, we have

Y (£)(9) = Yg(f) = n(f o v(9)) = n((f om)(g,-)) = (f om)"(g)

for any g € G. Therefore, we have

EY(f)) = &((f om)") = (& xn)(f)
for any f € C*°(QG). O
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Therefore, we see that the linear isomorphism X —— X; of £(G) onto T1(G)
also preserves the commutators, i.e., it is a Lie algebra isomorphism of £(G) with
L(G).

Let G be a Lie group and G°PP the opposite Lie group. Then the map ¢ : g —
g~ ! is an isomorphism from G onto G°PP. As we remarked already, L(1) = —1 (@)
and it defines an isomorphism of L(G) onto L(G°PP). Therefore, we have L(GPP) =
L(G)erp.

We say that a vector field X on G is right-invariant if

X(fod(g)) =X(f)odlg)

for all f € C*(G) and g € G.
Let 4°(g) be the left translation by g € G°PP. Then

7°(g)(h) = goh=hg="¥5(g")(h).

for any h € G. Therefore, a right-invariant vector field on G is a left-invariant vector
field on G°PP. This in turn implies that all right-invariant vector fields on G form
a Lie algebra which we denote by R(G). Moreover, X — X is an isomorphism
of R(G) onto L(G)°PP. Therefore, for two right-invariant vector fields X and Y on
G such that £ = X; and n = Y7, we have

[5777] = _[Xv Y]l-

This gives an interpretation of the commutator in L(G) in terms of right-invariant
vector fields.

Let H be a Lie subgroup of a Lie group G. Then the natural inclusion i : H —
G is a Lie group morphism. Therefore, the natural inclusion L(i) : L(H) — L(G)
is a Lie algebra morphism, i.e., we can view L(H) as a Lie subalgebra of L(G).

2.2.8. LEMMA. Let H be a normal Lie subgroup of a Lie group G. Then L(H)
is an ideal in L(G).

PRrROOF. For any g € G we have Int(g)(H) = H. Therefore, Ad(g)(L(H))
L(H) for any g € G. By differentiation, from 2.2.5 we conclude that ad(£)(L(H))
L(H) for any £ € L(G).

on

2.2.9. LEMMA. Let ¢ : G — H be a morphism of Lie groups. Then L(ker ) =
ker L(yp).

PROOF. This is just a reformulation of 1.1.5.(ii). O

2.2.10. LEMMA. Let G be a Lie group and H its normal Lie subgroup. Denote
byp: G — G/H the canonical projection. Then L(p) : L(G) — L(G/H) induces
an isomorphism of L(G)/L(H) with L(G/H).

PRrOOF. By 2.2.8, L(H) is an ideal in L(G). Since the canonical projection p is
a submersion, L(p) is surjective. Moreover, by 2.2.9, we have ker L(p) = L(H). O

2.2.11. LEMMA. Let ¢ : G — H be a morphism of connected Lie groups. Then
the following statements are equivalent:

(i) @ is a covering projection;
(ii) L(p) : L(G) — L(H) is an isomorphism of Lie algebras.

Proor. This follows immediately from 1.6.6. O
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2.2.12. PROPOSITION. Let ¢ : G — H be a morphism of Lie groups. Let K
be a Lie subgroup of H. Then, ¢~ *(K) is a Lie subgroup of G and

L(¢™H(K)) = L(p) " (L(K)).

PRrROOF. Let H/K be the left coset space of H. Let p : H — H/K be the
quotient projection. Then, K is equal to the fiber over the identity coset in H/K.
Hence, since p is a submersion, by 1.1.4.4, L(K) = ker T1(p).

The group H acts differentiably on H/K. Therefore, the composition of this
action with ¢ defines a differentiable action of G on H/K. The stabilizer at the
K-coset of 1 is equal to ¢~ (K). Therefore, by 1.1.4, ¢~!(K) is a Lie subgroup of
G and

L(p™ ! (K)) ={€ € L(G) | Ti(po ¢)(€) = 0} = {£ € L(G) | T1(¢)(€) € L(K)}.
O

Let G and H be two Lie groups. Then G x H is a Lie group.
2.2.13. LEMMA. L(G x H) = L(G) x L(H).

Let A be the diagonal in G x G. Then A is a Lie subgroup of G x G. Clearly,
the map « : g — (g,9) is an isomorphism of G onto A. Let H and H' be
two Lie subgroups of G. Then H x H' is a Lie subgroup of G x G. Moreover,
a Y(H x H') = HN H'. Therefore, by 2.2.12, we have the following result.

2.2.14. LEMMA. Let H and H' be two Lie subgroups of G. Then H N H' is a
Lie subgroup of G.

2.2.15. LEMMA. Let p : G — H and 1 : G — H be two Lie group morphisms.
Then

K={g9€G|¢lg) =19}
is a Lie subgroup of G and

L(K) = {¢ € L(G) | L(9)(&) = L(¥)()}-

PrOOF. We consider the Lie group morphism ® : G — H x H given by
D(g) = (¢(g9),%(g)) for all g € G. Clearly, L(®) : L(G) — L(H) x L(H) is given
by L(®)(&) = (L(v)(&), L(¥)(&)) for & € L(G). The Lie algebra of the diagonal A
in H x H is the diagonal in L(H) x L(H). Therefore, by 2.2.12,

K=3o"1A)
is a Lie subgroup of G and its Lie algebra is equal to

L(®)7H(L(A)) = {§ € L(G) | L(¢)(€) = L) ()}
O

Let G and H be two Lie groups. In general, we cannot say anything about the
map ¢ — L(p) from Hom(G, H) into Hom(L(G), L(H)).

2.2.16. PROPOSITION. Let G and H be Lie groups. Assume that G is connected.
Then the map ¢ — L(p) from Hom(G, H) into Hom(L(G), L(H)) is injective.

PrROOF. Let ¢ : G — H and 9 : G — H be two Lie group morphisms such
that L(y) = L(¢). Then, by 2.2.15, K = {g € G | ¢(g) = ¥(g)} is a Lie subgroup
of G. Moreover, the Lie algebra L(K) of K is equal to L(G). It follows that K
contains a neighborhood of 1 in G. Since it is a subgroup of GG, and G is connected,
it must be equal to G by 1.5.1. Therefore, ¢ = 1. ([
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Of course, even if G is connected, the map ¢ — L(p) from Hom(G, H) into
Hom(L(G), L(H)) is not bijective in general. For example, if G = R/Z and H = R,
the set Hom(G, H) consists of the trivial morphism only, while Hom(L(G), L(H))
is the space of all linear endomorphisms of R.

We are going to prove later that if G is in addition simply connected, the map
¢ — L(y) from Hom(G, H) into Hom(L(G), L(H)) is bijective.

2.2.17. LEMMA. Let G be a connected Lie group. Then

(i) the center Z of G is a Lie subgroup;
(i) Z = ker Ad;
(i) L(Z) is the center of L(G).

PROOF. Clearly (ii) implies (i).

Let z € Z. Then Int(z) = idg and Ad(z) = L(Int(z)) = 1. Assume that
Ad(g) = 1 for ¢ € G. Then L(Int(g)) = L(idg), and by 2.2.16, we see that
Int(g) = idg, i.e., g € Z. This proves (ii).

By 2.2.9, we have L(Z) = L(ker Ad) = ker L(Ad) = kerad. Clearly, kerad is
the center of L(G). O

2.2.18. LEMMA. Let G be a connected Lie group. Then the following statements
are equivalent:
(i) G is abelian;
(ii) L(Q) is abelian.

PRrROOF. (i)=(ii) If G is abelian, it is equal to its center. Therefore, by 2.2.17,
L(G) is equal to its center, i.e., it is abelian.

(i)=(@1) If L(G) is abelian, by 2.2.17, the Lie algebra of the center Z of G is
equal to L(G). Therefore, Z contains a neighborhood of 1 in G. Hence Z is an
open subgroup of G and, since G is connected, it is equal to G. O

2.3. From Lie algebras to Lie groups.

2.3.1. LEMMA. Let G be a Lie group. Let § be a Lie subalgebra of the Lie
algebra L(G) of G.
(i) There exists a connected Lie group H and an injective Lie group morphism
i: H— G such that L(i) : L(H) — L(G) is an isomorphism of L(H)
onto b.
(ii) The pair (H,1i) is unique up to an isomorphism, i.e., if (H' i) is another
such pair, there exists a Lie group isomorphism « : H — H’ such that
the diagram

=
g

~.
-
N

Q

commutes.

The proof of this lemma consists of several steps.

Let T(G) be the tangent bundle of G. Let E vector subbundle of T'(G) such
that the fiber E, at g € G is equal to T1(v(g))h. Let (&1,82,...,&m) be a basis of h.
Denote by Xi, X, ..., X,, the left-invariant vector fields on G such that the value
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of X; at 1is equal to & for 1 <i¢ < m. Then the values of X;, 1 <i<m,atge G
span the fiber ;. In particular, F is a trivial vector bundle on G.
Since, b is a subalgebra, there exist ¢;j, € R, 1 < ¢, 5,k < m, such that

6,651 = cijuén
k=1

for all 1 <14,5 < m. Therefore, we also have
[Xi, X;] = Z Cijk Xk
k=1
forall 1 <i,j <m.

A smooth vector field Y on G is a section of E if and only if X, € E, for all
g€ G, ie,if X = 2211 e;X; for some ¢; € C*°(G). Let Z be another such vector
field. Then we have Z =" | fiX; for some f; € C*(G).

Hence, we have

V. 2] = Y [eXo, [;X,] = Y (eXi(£5) X5 — 13X () X + e /X5, X))
ig=1 ig=1
=Y (@Xi(fy) = [iXi(e) X5+ > cigreifi X,
i,j=1 i,5,k=1

ie., [X,Y], € E, for any g € G. Therefore it follows that E is involutive.

By 1.3.2.1, E determines an integral foliation (L, %) of G which we call the left
foliation attached to b.

Let H be the leaf of this foliation through 1 € G. We claim that H is a Lie
group.

Let ¢ € G. Then iy, = v(g9)oi : L — G is again an integral manifold.
Therefore, by 1.3.2.1, 44 induces a diffeomorphism j, : L — L. Hence, j,(H) is
a leaf through ¢ € G. In particular, if ¢ € H, we see that j,(H) = H. Therefore,
the left multiplication by g € H induces a diffeomorphism of H onto H. Moreover,
its inverse is j,—1 : H — H. Hence, j,—1(1) = g=' € H. It follows that H is a
subgroup of G.

In addition, the map pu : H x H — G given by u(g,h) = gh for g,h € H, is
differentiable and its image is equal to the leaf H. Since H is connected, it lies in
the identity component of G. Hence, without any loss of generality we can assume
that G is connected. Therefore, by 1.5.2, GG is a separable manifold. By 1.3.3.4,
it follows that H is a separable manifold. Hence, by 1.3.3.6, we conclude that the
map u : H x H — H is differentiable. It follows that H is a Lie group. This
completes the proof of (i).

If (H',4) is another such pair, it is an integral manifold for the left foliation
attached to . It follows that there exists o : H' — L which is a diffeomorphism
onto an open submanifold of L. Since H’ is connected and i'(1) = 1, a(H') must
be an open subgroup of H. This in turn implies that «(H’) = H. Therefore, (ii)
follows.

2.4. Additional properties of the Lie algebra functor. Let G and H be
Lie groups. Assume in addition that G is connected. We already established in
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2.2.16 that the map the functor L induces from Hom(G, H) into Hom(L(G), L(H))
is injective.

First, let ¢ : G — H be a Lie group morphism. Then we can consider its
graph I'y, = {(g,0(9)) € Gx H | g € G} in G x H. By 1.1.4.3, it is a Lie subgroup
of G x H. The natural morphism X : g — (g, ¢(g)) is a Lie group isomorphism of
G with I'y,. Its inverse is the restriction of the projection to the first factor.

Moreover, its Lie algebra L(T',) is the image of L(\) : L(G) — L(G) x L(H).
Since L(A) : € — (& L(#)(€)), € € L(G), we see that L(T,) = {(& L(¢)(€)) €
L(G)x L(H) | £ € L(G)}, i.e., it is equal to the graph of the Lie algebra morphism
L(p) in L(G) x L(H).

2.4.1. PROPOSITION. Let G be a simply connected, connected Lie group. Let H
be another Lie group and ® : L(G) — L(H) a Lie algebra morphism. Then there
exists a Lie group morphism ¢ : G — H such that L(p) = ®.

PRrROOF. Let L(G) x L(H) be the product Lie algebra of L(G) and L(H). Then
the graph I'e = {(&,®(§)) € L(G) x L(H) | £ € L(G)} of ® is a Lie subalgebra of
L(G) x L(H). The map « : L(G) — L(G) x L(H) given by a(§) = (&, ®(&)) is
a Lie algebra isomorphism from L(G) into I's. Its inverse is given by the canon-
ical projection to the first factor in L(G) x L(H). On the other hand, ® is the
composition of o with the canonical projection to the second factor.

By 2.3.1, there exists a connected Lie group K and an injective Lie group mor-
phism i : K — G x H such that L(i) : L(K) — L(G) x L(H) is an isomorphism
of L(K) onto I'gs. Let p : G x H — G be the canonical projection to the first
factor. Then it is a Lie group morphism, and L(p) : L(G) x L(H) — L(QG) is also
the canonical projection to the first factor. The composition poi: K — G is a Lie
group morphism of connected Lie groups. Moreover, since the canonical projection
to the first factor is an isomorphism of I'y onto L(G), L(p oi) = L(p) o L(i) is
an isomorphism of the Lie algebra L(K) onto L(G). By 2.2.11, poi is a covering
projection. Since G is simply connected, p o ¢ is an isomorphism of Lie groups.
Therefore, its inverse 8 : G — K is a Lie group morphism. Clearly, L(3) is the
composition of a with the isomorphism L(i)~*.

Let g : G x H — H be the canonical projection to the second factor. Then,
goiof:G — H is a Lie group morphism. Its differential is equal to

L(goiop) = L(g)oL(i)o L(B) = L(g) e = 0. [
This has the following obvious consequence.

2.4.2. COROLLARY. Let G be a simply connected, connected Lie group. Let H be
another Lie group. Then, Then the map induced by the functor L from Hom(G, H)
into Hom(L(G), L(H)) is bijective.

In other words, the functor L from the category SimplyConnLie of simply
connected, connected Lie groups into the category of finite-dimensional real Lie
algebras LieAlg is fully faithful.

On the other hand, Ado’s theorem has the following consequence.

2.4.3. THEOREM. Let g be a finite-dimensional real Lie algebra. Then there
exists a simply connected, connected Lie group G such that L(G) is isomorphic to

g.



2. LIE ALGEBRA OF A LIE GROUP 61

PRrROOF. By 2.1.3, there exists a finite-dimensional real linear space V' such
that g is isomorphic to a Lie subalgebra of gl(V'). Since gl(V') is the Lie algebra of
GL(V), by 2.3.1 we conclude that there exists a connected Lie group with the Lie
algebra isomorphic to g. Therefore, taking its universal covering Lie group for G
completes the proof. O

This implies that the Lie algebra functor L from the category SimplyConnLie
into LieAlg is also essentially onto. Therefore, we have the following result.

2.4.4. THEOREM. The Lie algebra functor L is an equivalence of the category
SimplyConnLie of simply connected, connected Lie groups with the category Lie Alg
of finite-dimensional real Lie algebras.

2.5. Discrete subgroups of R”. Let V be an n-dimensional linear space
considered as an additive Lie group. We want to describe all discrete subgroups in
V.

Let D be a discrete subgroup in V. The elements of D span a linear subspace
W of V. We say that dim W is the rank of D.

2.5.1. THEOREM. Let D be a discrete subgroup of V' of rank r. Then there
exists a linearly independent set of wvectors ai,as,...,a, in V such that Z" >
(n1,n2,...,n) — niay + neas + - - - + npa, is an isomorphism of Z" onto D.

We first observe that without any loss of generality we can assume that r = n.
We start the proof with the following weaker result. Since D has rank n, there
exists a linearly independent set by, bo, ..., b, contained in D.

2.5.2. LEMMA. There ezists a positive integer d such that D is contained in the
discrete subgroup D' of V' generated by ébl, ébg, ce ébn.
PROOF. Let

Q:{U€V|v:ZwibiWithogwiglforlgign}.
i=1
Then €2 is a compact subset of V and DN is a finite set. Clearly, D N} contains
b1,ba, ..., by.

Let v € D. Then v = Y 1", a;b;. Let u = Y1 [au]b; € D. It follows that
v—u=>Yy 1 (a; —[a])bi € DN Q. Therefore, D is generated by the elements of
DNAQ.

Let v € D N Q. Applying the above argument to mv, m € N, we see that

Z(mai — [ma;))b; € DN Q.
i=1
Since the set D N € is finite, there exist m, m’ € N, such that m # m’ and
ma; — [ma;] = m’a; — [m o]
for all 1 <4 < n. Therefore,
(m —ma; = [may] — [m' o) € Z,
for all 1 <1 < n, i.e., a; are rational numbers.

It follows that the coordinates of all vectors in DNS2 with respect to by, ba, ..., b,
are rational. Since D N () is finite, the coordinates of these points all lie in éZ for
sufficiently large d € N.
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This implies that D is contained in the subgroup generated by ébl, ébg, ceey ébn.
O

Fix a linearly independent set by,bs,...,b, of vectors in D. Let d € N be an
integer which satisfies the conditions of the preceding lemma. Let ¢; = %bi, 1< <
n. Then, an element v € D can be represented uniquely as v = >, m;¢; where

m; € Z. It follows that for any linearly independent set vy, vs, ..., v, contained in
D we have v; = Y 7| myjc; where my; € Z for all 1 < i,j < n. Define the function

mir Mmiz ... Min
ma1 M2z ... M2y
Avy,v2,...,0,) =
Mmp1 Mp2 ... Mpn
for any such linearly independent n-tuple vy, va, ..., v,. Clearly A(vy,va,...,v,) €
Z. Moreover, since the n-tuple is linearly independent, A(vi,vs,...,v,) # 0.
Therefore, there exists an n-tuple di,ds,...,d, such that the absolute value of
A(dy,ds, ..., d,) is minimal.
2.5.3. LEMMA. The map (mi,ma,...,my,) — midy + mads + -+ + myud, is

an isomorphism of Z" onto D.

PROOF. Denote by D" the discrete subgroup generated by dy,ds, . .., d,. Clearly,
D" c D.

Let v € D. Then v = Z?:l «a;d; where o; € R, 1 < i < n. In addition, we
have u = Y, [a;]d; € D”. Therefore, w =v—u=>3 1 (o —[a;])d; € D. By the
construction w = Z?:l e;d; with 0<e; <1lforalll<i<n.

Assume that w # 0. Then the set w,dy,ds, ..., d, is linearly dependent. After
relabeling, we can assume that e; > 0. This implies that w, da,...,d, is a linearly
independent set of vectors in D. Clearly,

n n
w = E eidiz E eimijbj.

i=1 i,j=1
Therefore,
n n n
Ei:l €iMMj1 Eizl €iMmyg2 ... Eizl €iMyin
ma1 »p) . mMaon
A(’w,dg, N ,dn) =
mMnp1 mMnp2 e Myn
€imir €1Mmyg2 ... €1Mip
moy Mmoo e maon
= . . . . :elA(dl,dQ,...,dn).
mMn1 mMn2 . Mpn
Since 0 < e; < 1, we have a contradiction with the minimality of A(dy,ds, ..., d,).

Hence, we must have w = 0, and v = u € D”. This implies that D = D”. O

This completes the proof of 2.5.1.



2. LIE ALGEBRA OF A LIE GROUP 63

2.6. Classification of connected abelian Lie groups. Let G be a con-
nected abelian Lie group. Then, by 2.2.18, the Lie algebra L(G) of G is abelian.
Therefore, it is isomorphic to R™ with the trivial commutator for n = dim G.

This Lie algebra is the Lie algebra of the additive Lie group R™. Since R" is
simply connected, by 2.4.1, there exists a Lie group morphism ¢ : R® — G such
that L(p) is a Lie algebra isomorphism of R™ onto L(G). By 2.2.11, ¢ : R" — G
is a covering projection. This immediately implies the following result.

2.6.1. PROPOSITION. Let G be a simply connected, connected abelian Lie group.
Then G is isomorphic to R™ for n =dimG.

If G is not simply connected, the kernel of ¢ is a discrete subgroup D of R™
and G =R"/D.

Let T = R/Z. Then T is a one-dimensional connected compact abelian Lie
group. The product T" of r copies of T is an r-dimensional connected compact
abelian Lie group which we call the r-dimensional torus.

2.6.2. THEOREM. Let G be an n-dimensional connected abelian Lie group. Then
there exists 0 < r < n such that G is isomorphic to T" x R"~",

PRroOOF. This follows from 2.5.1 and the above discussion. O

2.6.3. COROLLARY. Let G be a one-dimensional connected Lie group. Then G
is isomorphic to either R or T.

PRrROOF. Let L(G) be the Lie algebra of G. Then L(G) is a one-dimensional Lie
algebra. Therefore, it must be abelian. By 2.2.18, G is an abelian Lie group. [

2.7. Induced structure on subgroups. Let G be a Lie group and H a
subgroup of G. Let b be the set of all £ € L(G) such that there exist
(i) an open interval I C R containing 0;
(ii) a smooth curve I' : I — G such that I'(0) = 1 and I'() C H;
(ii)) To(T)(1) = €.

2.7.1. LEMMA. Let H be a subgroup of a Lie group G. Then

(i) The subset b of L(G) is a Lie subalgebra.
(ii) Ad(h)(h) =Y for each h € H.

PRrROOF. First, if we put I'(t) = 1 for all ¢ € R, we see that I'(t) € H for all
t € R and Tp(T")(1) = 0. Hence, 0 € b.

Let Iy : 1 — G and 'y : Iy — G be two curves in G such that T'1(0) =
I2(0) = 1, I'1(lh) € H, Te(l2) € H and & = To(I')(1), & = To(T'2)(1). Put
I'=I1NI. ThenT : I — G given by I'(t) = T'1(¢) - T'2(t) for ¢t € I, is a smooth
curve in G. Moreover, I'(I) C H and I'(0) = 1. Finally,

To(T)(1) = To(m o (T'y x T2))(1) = T1,1)(m)(To(T'1)(1), To(T2)(1))
=T,1)(m)(&1, &) = & + e

Hence, b is closed under addition.
Let A € R*. Then I'y(t) = ['y(M) for t € Iy = $11 is a smooth curve in G.
Clearly, T'A(0) =T'1(0) = 1 and T'x(I») =T'1(I1) C H. Also, we have
To(Tx)(1) = To(I'1)(A) = ATo(T'1)(1) = A&y
Therefore, A& € h. It follows that b is a linear subspace of L(G).



64 2. LIE GROUPS

If he H Ty, : I — G defined by T',(t) = Int(h)(T'1(t)) is a smooth curve in
G. Clearly, T'y(0) = 1 and 'y (I1) = Int(h)(T'1 (1)) C Int(h)(H) = H. Moreover,

we have

To(Tn)(1) = Ta(Int(h))(To(I'1)(1)) = L(Int(h))(&1) = Ad(R)(&1)-

Therefore, Ad(h)(h) C b. This proves (ii).

Finally, by (ii), for any ¢ € I, we have Ad(T'1(¢))(&2) € . Therefore, ¢t —
Ad(T1(¢))(&2) is a smooth curve in b, and its tangent vector at 0 is also in . This
tangent vector is equal to

(To(Ad oT'y)(1))(&2) = ((T1(Ad) o To(T'1))(1))(&2) = (L(Ad)(&1))(&2)
= ad(§1) (&) = [&1, &)

Therefore, § is a Lie subalgebra of L(G). O

We say that b is the Lie subalgebra tangent to the subgroup H.

2.7.2. THEOREM. Let G be a Lie group and H its subgroup. Then:

(i) On the set H there exists a unique structure of a differentiable manifold
such that for any differentiable manifold M and map f: M — H, fis a
differentiable map from M into H if and only if it is a differentiable map
from M into G.

(ii) With this differentiable structure on H:

(a) H is a Lie group;

(b) the canonical injection i : H — G is a morphism of Lie groups;

(¢) L(i) is an isomorphism of L(H) onto the Lie subalgebra b tangent to
H.

We say that this Lie group structure on H is induced by the Lie group structure
of G.

PROOF. Let (L,i) be the left foliation attached to b and E the corresponding
involutive vector subbundle of the tangent bundle T(G).

Let M be a differentiable manifold and f : M — G a differentiable map
such that f(M) C H. Let m € M and & € T,,(M). Then there exists and open
interval I C R, 0 € I, and a smooth curve I' : I — M such that I'(0) = m and
To(T)(1) =& Then fol : I — G is a smooth curve in G, (f oT)(0) = f(m)
and To(f o T)(1) = Ty, (f)€. Tt follows that Ty, = v(f(m) Yo fol : I — G is
a smooth curve in G such that T',(0) = v(f(m)~1)(f(m)) = 1 and To(T,,)(1) =
Tt my(Y(f(m) 1) T (f)€. Since f(m) C H and H is a subgroup of G, it follows that
I'n(I) € H. Hence, To(T'y,)(1) € b, ie., we have Tp, ()€ € Ti(v(f(m)))b = Ef(m).-
Therefore, we see that

T (f)(T(M)) C Ef(ny, for any m € M.

Assume that mo € M is such that f(mg) = 1. Let ¢ = (U, ¢,n) be a chart
centered at 1 such that p(U) =V x W where V and W are connected open subsets
in R"~! and R! respectively, such that ¢~ ({v} x W) are integral manifolds for E.
Let O be an open connected neighborhood of my such that f(O) C U. Denote by p
the projection to the first factor in R”~! x R!. Then, by the first part of the proof,
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we have

imTn(powo f) = (Tuoirm)) (@) © Trim) (@) © Trn (f))(Tim(M))
C (T my) (0) © Ty () (Ermy) = (To(rmy) () ({0} x RY) = {0}

Hence, we have T,,(po o f) = 0 for any m € O. Since O is connected, po p o f
is constant on O. This in turn implies that f(O) C ¢~ 1({0} x W). Therefore,
f(O) is contained in the leaf Hy of L through 1 € G. Moreover, f : O — Hj is a
differentiable map.

As we proved in the proof of 2.3.1, Hy is a Lie group, the canonical inclu-
sion j : Hy — G is a morphism of Lie groups and L(j) : L(Hy) — L(G) is
an isomorphism of L(Hy) onto h. Let (£1,&2,...,&) be a basis of h. Denote by
Iy,To,...,Iy : I — G the corresponding smooth curves such that IT';(I) C H,
I;(0) =1 and Tp(T;)(1) =&; for 1 <i < 1. We define

F(tl,tg, . ,lfl) = Fl(tl) . Pg(fg) . ..F[(tl)

for (ti,ta,...,t;) € I'. Then F : I' — G is differentiable and F(I') ¢ H. Since
F(0) = 1, by the preceding part of the proof, there exists a neighborhood O of 0
in I' such that F|o : O — Hy is a differentiable map. Clearly, if we denote by
e1,es,...,e the canonical basis of R!, we have Ty(F)(e;) = & for all 1 < i < I.
Therefore, F' is a local diffeomorphism at 0. In particular, it is an open map. It
follows that H N Hy contains a neighborhood of 1 in Hy. Since Hy is a connected
Lie group, by 1.5.1, Hy is contained in H.

Let ¢ € G. Then, as we proved in the proof of 2.3.1, v(g9) : L — L is a
differentiable map which permutes the leaves of L. If h € H, we see that y(h)(Hy)
is a leaf of L through h. Since Hy C H, it follows that v(h)(Hy) C H. Therefore,
H is a union of leaves of L. We consider H to be equipped with the corresponding
differentiable structure (as an open submanifold of L).

Let f: M — H amap. If f: M — H is differentiable, f : M — G is also
differentiable.

Conversely, if f : M — G is differentiable, y(h)o f : M — G is differentiable
for any h € H. Fix m € M. Then f,, = ~v(f(m)™')of: M — G is a differentiable
map and f,,(m) = v(f(m)~1)(f(m)) = 1. Therefore, by the above argument, there
exists a neighborhood O of m such that f,, is a differentiable map from O into Hy.
This implies that f = v(f(m)) o fr : M — H is differentiable at m. Therefore
f+ M — H is differentiable. Hence, the differentiable structure on H satisfies the
universal property in (i).

Assume that H is equipped with the differentiable structure satisfying the
universal property from (i). Then, the identity map on H is differentiable. This
in turn implies that the inclusion map ¢ : H — G is also differentiable, i.e., the
assertion (b) in (ii) holds.

Now we prove the uniqueness part of (i). Assume that there exists another
differentiable structure on H with the same universal property. Denote by H
the corresponding manifold. Then H — G is differentiable, hence the identity
map H — H is differentiable. Reversing the roles, we see that the identity map
H — H is also differentiable. Hence, the differentiable structures on H and H are
identical. This completes the proof of (i).

The multiplication map m : H x H — G is differentiable. Moreover, its image
is in H. Therefore, by (i), m : H x H — H is differentiable and H is a Lie group.
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Clearly, Hy is the identity component of H. Therefore, we have L(H) = L(H).
From 2.3.1 we conclude that L(i) : L(H) — L(G) is injective and its image is
equal to h. Therefore, the Lie group structure on H satisfies (ii). (I

The induced structure is the obvious one in the case of Lie subgroups.

2.7.3. LEMMA. Let H be a Lie subgroup of G. Then the induced structure on
H s equal to its natural differentiable structure.

PROOF. It is clear that the differentiable structure of a submanifold has the
universal property of the induced structure. By the uniqueness, they have to be
equal. (I

2.7.4. PROPOSITION. Let G be a Lie group and H a subgroup of G. On the
subgroup H there exists at most one structure of a Lie group with countably many
components such that the canonical injection is a morphism of Lie groups.

If such structure of Lie group with countably many components exists on H, it
is equal to the induced structure.

PROOF. Assume that H has a structure of a Lie group with countably many
components such that the canonical inclusion i : H — G is a Lie group morphism.
Denote H the Lie group H with induced structure on it. Then, by 2.7.2.(i), the
identity map from H — H is a morphism of Lie groups. Since H has countably
many components, by 1.5.7, this morphism must be an isomorphism. O

The next result is just a special case of the above result.

2.7.5. COROLLARY. Let G be a Lie group and H a subgroup of G. There exists
at most one structure of connected Lie group on H such that the canonical injection
is a morphism of Lie groups. If such structure exists, it is equal to the induced
structure on H.

Let G be a Lie group. An integral subgroup of G is a subgroup H with a
structure of connected Lie group such that the canonical inclusion is a Lie group
morphism. This structure must be equal to the induced structure.

Let G be a Lie group and H an integral subgroup of G. We identify L(i)L(H)
with its image in L(G) under L(7). Then L(H) is the Lie algebra tangent to H.

2.7.6. THEOREM. Let G be a Lie group. The map H — L(H) is a bijection
from the set of all integral subgroups of G onto the set of all Lie subalgebras of
L(G).

This bijection is order preserving, i.e., Hy C Hs if and only if L(Hy) C L(Hz).

PRrROOF. Let H and H' be two integral subgroups such that L(H) = L(H’).
Then, by 2.3.1.(ii), we see that H = H'. Therefore, the map from integral subgroups
of G into Lie subalgebras of L(G) is injective.

On the other hand, 2.3.1.(i), implies that the this map is also surjective.

It remains to prove that this bijection preserves the inclusions. Clearly, if Hy
and H, are two integral subgroups such that H; C Hj, their tangent Lie algebras
satisfy L(Hy) C L(Ha).

On the other hand, assume that H; and Hs are two integral subgroups of G
such that L(Hy) C L(Hz). Then L(H;) is a Lie subalgebra of L(Hj3). Therefore,
by the first part of the proof, there exists an integral subgroup H' of Hs such that
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L(H') = L(H,). Clearly, H' is an integral subgroup of G, and by the first part of
the proof H' = H;. O

2.7.7. LEMMA. Let G be a Lie group and Hy and Hs two integral subgroups of
G. For any g € G the following assertions are equivalent:
(i) gH1g™! = Ha;
(i) Ad(g)(L(H1)) = L(H2).

PRrROOF. Clearly, Int(g) is a Lie group automorphism of G. Therefore, it induces
a bijection on the set of all integral subgroups of G. Since L(Int(g)) = Ad(yg),
this bijection corresponds to the bijection induced by Ad(g) on the set of all Lie
subalgebras of L(G). O

2.7.8. LEMMA. Let G be a Lie group and H an integral subgroup of G. Then
the following conditions are equivalent:
(i) H is a normal subgroup of G;
(ii) L(H) is an ideal in L(G) invariant under Ad(G).

PRrROOF. From 2.7.7 we immediately see that H is normal if and only if L(H) is
invariant under Ad(G). By differentiation, this implies that ad(¢)(L(H)) C L(H)
for any € € L(G). Hence L(H) is an ideal in L(G). O

2.8. Lie subgroups of R". Let V be an n-dimensional linear space considered
as an additive Lie group. We want to describe all Lie subgroups in V.
We start with a technical lemma.

2.8.1. LEMMA. Let G be a Lie group, H a Lie subgroup and N a normal Lie
subgroup of G contained in H. Then H/N is a Lie subgroup of G/N.

PROOF. Clearly, the natural map j : H/N — G/N is injective. Therefore, by
1.1.5, it must be an immersion. By definition of the quotient topology, it is also a
homeomorphism onto its image. Hence, by 1.1.4.2, the image of j is a Lie subgroup

and j is a diffeomorphism of H/N onto j(H/N). O
2.8.2. THEOREM. Let H be a Lie subgroup of V. Then there exists a linearly

independent set ay,as,...,a, in 'V such that

RFXZ™F 5 (a1, ... ap, mig, .o ymy) — agar+- - -+ apap+mesiag+- - +mya,

is an isomorphism of RF x Z"=% onto H.

PROOF. Let L(H) be the Lie subalgebra of L(V) = V corresponding to H.
Then L(H) is a subspace of V', and therefore a connected Lie subgroup of V. Since
its Lie algebra is identified with L(H), by 2.7.6, we conclude that the identity
component Hy of H is equal to this subspace. Let k = dim Hy. We can pick a basis
ai,as,...,ar of Hy as a linear subspace of V.

Then V/H, is a Lie group isomorphic to R*~*. By 2.8.1, H/H, is a Lie
subgroup of V/Hy. Moreover, it is a discrete subgroup. Hence, by 2.5.1, it is
isomorphic to Z"~* for some r — k < dim(V/Hy) = n — k. More precisely, there

exist ag41,...,a, in H such that their images in V/Hj are linearly independent
and generate H/Hy.
The image H' of the map R¥ x Z" % 3 (a1, ..., ap, Mpt1, - - -, My) — arag +

<o+ agag +myg41ak + - - - +mea, is a Lie subgroup contained in H. It also contains
Hy. On the other hand, H'/Hy is the discrete subgroup in V/H generated by the
images of agi1,...,a,, i.e., it is equal to H/Hy. Therefore, H' = H. (I
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2.9. Exponential map. In this section we construct a differentiable map
from the Lie algebra L(G) of a Lie group G into G, which generalizes the exponential
function exp : R — R7.

2.9.1. THEOREM. Let G be a Lie group and L(G) its Lie algebra. Then there
exists a unique differentiable map ¢ : L(G) — G with the following properties:

(i) (0) =1;
(i) To(p) = 1r()s
(ili) o((t+ 8)&) = p(t&)p(s&) for every t,s € R and £ € L(G).

PRrROOF. We first prove the uniqueness part. Let ¢; and @2 be two maps
having the properties (i), (ii) and (iii). Take £ € L(G). Then, because of (iii),
¥i(t) = i(t€), t € R, are Lie group morphisms of R into G for ¢ = 1,2. Because
of (i), To(vh;)(1) = &, for ¢ = 1,2; hence, L(¢p1) = L(1)2). Since R is connected,
by 2.2.16, it follows that ¥ = 1)5. This implies that p1(§) = ¢a(§). since & was
arbitrary, it follows that ¢1 = @o.

It remains to show the existence. Let £ € L(G). By 2.4.2, since R is a sim-
ply connected, connected Lie group, the morphism ¢ — #£ from R into L(G)
determines a unique Lie group morphism fe : R — G such that L(f¢)(1) = ¢&.

Let s € R. Then ¢4 : t — st, t € R, is a Lie group homomorphism of R into
itself. Clearly, L(cs) : t — st, t € R. Therefore, the composition f¢ o ¢, is a Lie
group morphism of R into G with the differential

L(feoes)(1) = L(fe)(L(es)(1)) = To(fe)(s) = sTo(fe)(1)-
Therefore, L(fe o cs) = L(fs¢), and by 2.2.16, we have

fe(st) = (fe o cs)(t) = fse(t)
for all £ € R.
Consider the map ¢(§) = fe(1) for £ € L(G). Clearly, p(0) = fo(1) = 1. Hence,
© satisfies (i).
In addition, by the above calculation, for ¢,s € R and £ € L(G), we have
((t+5)8) = fur9e(1) = fe(t +5) = fe(t) fe(s) = fre(1) foe (1) = p(t&) ().

Therefore, (iii) also holds.

It remains to prove the differentiablity of ¢ and (ii).

First we prove that the function ¢ is differentiable in a neighborhood of 0 €
L(G). Clearly,

(Ya(fe(t)) o fe)(s) = fe(t) fe(s) = fe(t + 5) = (fe 0 1 (1))(s)

for any ¢, s € R. Therefore,

Ti(fe)(1) = Tu(fe)(To(ye(t)) (1)) = To(fe © v (t))(1)
=To(ve(fe(t) o fe)(1) = Ti(va (fe(1))(To(fe) (1) = Ti(va(fe(1)))€
for any t € R.
Let (U, 4, n) be a chart on G centered at 1. Denote by D1, Da, ..., D,, the vector

fields on U which correspond to 01,0, ...,0, on ¥(U) under the diffeomorphism
. Then & = D11, = Da1,...,&, = Dy 1 form a basis of T1(G). Moreover,

n

Ti(va(9))& = Y (Fij o ¥)(9)Djg

Jj=1
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for any g € U; where F}; : »(U) — R are smooth functions. For £ = Y7 | 2;&; €
L(G) there exists €(z1, T2, ...,T,) > 0 such that

[t| < e(x1,x2,...,2y,) implies p(t&) € U.
We denote by ¢;(u), 1 <i <n, the coordinates of ¥(u) for v € U, and put

fl(t7 1,22, .- - ,I’n) = @bz(@(tf))
for |t| < e(x1,x2,...,2y,). Then, by the above calculation, we have

df;
dt

= T«p(tf) (’%)Tl (’7@(]%(15)))5 = Z ,TiFij (fl (f; L1y - ,,Tn), ey fn(t; L1y - ,Jin))

i=1

=T (f;)(1) = Ti(hj o fe) (1) = Tpre) (V)T (fe) (1)

for every |t| < e(z1,22,...,2,) and x1,xa, ..., z, € R. In addition, we have
fi(0; 1,20, ...,2,) =0

for 1 < i < n. If we consider the first order system of differential equations
df ; ~
d_tJ - ;xlﬂj(fl(t7xl7 .- .,(En), cee 7fn(t;$17 L 7‘T7l))

with the initial conditions
fi(O; 1,20, ...,2,) =0

for 1 < i < n, it follows that this Cauchy problem has unique solution on (—§,J)
with parameters |z;| < €, 1 <1i < n, for some ¢, > 0. Moreover, the solutions f;,
1 <4 < n, are smooth functions in |t| < § and |z;| < €, 1 <4 < n. Therefore, if we
put V.={¢ € L(G) | £ =" x;&, |x;| < de}, V is an open neighborhood of 0 in
L(G) and the function ¢ is differentiable on V.

On the other hand, by (iii) we have

1 n
o© = (5¢)

for any n € N. Therefore, the differentiability of ¢ on V implies the differentiability
on nV for any n € N. Hence ¢ is differentiable on L(G).

Finally, if £ is in L(G), we have the differentiable map t — ¢(t§) = fe(t) on
R. Moreover,

§=L(fe)(1) = To(fe)(1) = To(p)(S),
ie., To(p) = 11(q), and (ii) holds. O

The map ¢ : L(G) — G is called the exponential map and denoted by expg
(or just exp).

Let G be the multiplicative group of positive real numbers R . Then its Lie
algebra is equal to R. Clearly, the function ¢ — e! satisfies the properties (i), (ii)
and (iii) of 2.9.1. Therefore, in this example we have p(t) = e’ for ¢t € R.

2.9.2. COROLLARY. (i) Ezponential map exps : L(G) — G s a local
diffeomorphism at 0 € L(G).
(ii) For every & € L(G), ¢ : t — exp(t&) is the unique Lie group morphism
of R into G such that L(1)(1) = &.
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For every & € L(G), {exp(t§) | t € R} is an integral subgroup of G which we
call one-parameter subgroup attached to €. From 2.6.3, we see that one-parameter
subgroups are isomorphic to either R or T.

2.9.3. PROPOSITION. Let G and H be two Lie groups and ¢ : G — H a
morphism of Lie groups. Then
(i) ¢ oexpg = exppy oL(p);
(ii) if G is an integral subgroup of H, we have expg = expy |r(c)-

PROOF. Clearly, (ii) is a special case of (i).
To prove (i) we remark that ¢ : t — @(expg(t€)) and g : t — expy (tL(9)E)
are two Lie group morphisms of R into H. Also, we have

L(1)(1) = L(p)§ = L(2)(1),
e, L(t1) = L(32). By 2.2.16, it follows that ¢y = 9. In particular, we have

plexpg(§)) = ¥1(1) = 2(1) = expy (L(p)¢). O

Let G = GL(V). Then L(G) is the Lie algebra £L(V') of all linear endomorphisms

on V. For any linear transformation 7" on V, the series Y %T" converges to

a regular linear transformation on V. Therefore, this defines a real analytic map
T — e from L£(V) into GL(V). Clearly, this map satisfies the properties (i), (ii)
and (iii) from 2.9.1. Hence exp(T) = eT for T € L(G).

2.9.4. COROLLARY. (i) Let £ € L(G). Then
Ad(exp(©)) = €™,
(ii) Let g € G. Then
glexp€)g™" = exp(Ad(g)(€))
for all € € L(G).

PROOF. (i) The adjoint representation Ad is a Lie group morphism of G into
GL(L(Q)). Therefore, by 2.9.3 and the above discussion, we have

Ad(exp(§)) = " A0,
The final statement follows from 2.2.5.
(ii) Int(g) is an automorphism of G, hence, by 2.9.3, we have
glexp&)g™" = Int(g)(exp(§)) = exp(L(Int(g))¢) = exp(Ad(g)¢)
for all £ € L(G). O

2.9.5. COROLLARY. Let G be a Lie group and H an integral subgroup of G.
Then, the following statements are equivalent for & € L(G):
(i) § € L(H);
(ii) expa(t&) € H for allt € R.

PRrOOF. By 2.9.3.(ii), we see that £ € L(H) implies that expq(t§) € H for all
teR.

If expe(t€) € H for all t € R, then ¢ is in the Lie algebra tangent to H. Hence,
by 2.7.6, we see that £ € L(H). O



2. LIE ALGEBRA OF A LIE GROUP 71

Clearly, the image of exp : L(G) — G is in the identity component of G. On
the other hand, exp in general is neither injective nor surjective. The answer is
simple only in the case of connected abelian Lie groups.

2.9.6. PROPOSITION. Let G be a connected Lie group. Then the following as-
sertions are equivalent:
(i) the group G is abelian;
(ii) exp : L(G) — G is a Lie group morphism of the additive group L(QG)
into G.
If these conditions are satisfied, exp : L(G) — G is a covering projection.

PROOF. Assume that G is a simply connected abelian Lie group. Then L(G)
is an abelian Lie algebra by 2.2.18. In addition, by 2.6.1, G is isomorphic to R"
for n = dim G. Moreover, L(G) is also isomorphic to R™ as an abelian Lie algebra.
Clearly, the identity map on R™ satisfies the conditions of 2.9.1. Therefore, exp is
the identity map in this case, so it is clearly a Lie group morphism.

If G is an arbitrary connected abelian Lie group, its universal cover is isomor-
phic to R™ for n = dim G. Let p : R® — G be the covering projection. Then, by
2.9.3 and the first part of the proof, we have p = exps. It follows that exps is a
Lie group morphism and the covering projection.

If exp : L(G) — G is a Lie group morphism, its image is a subgroup of G.
By 2.9.2.(i), it contains an open neighborhood of 1 in G. Since G is connected, by
1.5.1, we see that exp is surjective. Therefore, G has to be abelian. O

2.9.7. LEMMA. Let G be a connected Lie group and H an integral subgroup of
G. Then the following conditions are equivalent:
(i) H is a normal subgroup of G;
(ii) L(H) is an ideal in L(G).
PROOF. Assume that H is a normal subgroup in G. Then by 2.7.8, L(H) is
an ideal in L(G).
If L(H) is an ideal in L(G), by 2.9.4, we have
Ad(exp(€))(L(H)) = e (L(H)) = L(H)

for any £ € L(G). By 2.9.1, there exists a neighborhood U of 1 in G such that
Ad(g)(L(H)) = L(H) for all g € U. Since G is connected, by 1.5.1, it follows that
Ad(g)(L(H)) = L(H) for all g € G. Hence, by 2.7.8, H is a normal subgroup. O

2.10. Some examples. First we consider the group of affine transformations
of the space R", n € N. For A € GL(n,R), a € R", we define the affine transfor-
mation

aaq(z) = Az +a, x € R™
Clearly, for A, B € GL(n,R) and a,b € R™, we have
aaq0app(x) =aaq(Br+b) =ABr + Ab+ a = capta,aB(T)
for all z € R™. Therefore, the group of all affine transformations of the real line
can be identified with the the manifold R™ x GL(n,R) with the operation
(a,A) - (b,B) = (Ab+ a, AB).

This is clearly a Lie group G, which we call the group of affine transformations of
R™.
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A a

We define a map 7 : (a, A) — (O 1

) of G into GL(n + 1,R). Clearly, we

have
w(a, A) o 7(b, B) = <‘g ;L) (g ‘17) - <Af A a) — (4, a) - (B,b)),

i.e., m is a representation of G. The image of 7 is the subgroup H of GL(n + 1,R)
which is the intersection of the open submanifold GL(n+1,R) of the space My, +1(R)
of all (n+1) x (n+1) real matrices with the closed submanifold of all matrices having
the second row equal to (0...0 1). Therefore, H is a Lie subgroup of GL(n+ 1, R).
Since 7 is injective, by 1.5.7, 7w is an isomorphism of G onto H.

Therefore, the Lie algebra L(G) of G is isomorphic to the Lie algebra L(H) of
H. On the other hand, the Lie algebra L(H) is the subalgebra of the Lie algebra
M, +1(R) consisting of all matrices with with last row equal to zero.

Consider now the case n = 1. Then G is diffeomorphic to R x R*. Therefore,
it has two components, and the identity component Gy is simply connected. The
Lie algebra of G is spanned by the vectors

(0 -1\ (L0
61—00211162—00.

By direct calculation we check that [eq, es] = e;. Therefore, the Lie algebra L(G)
is isomorphic to the unique two-dimensional nonabelian Lie algebra which we dis-
cussed in 2.1.

Let (a,b) be in the center of Gy. Then

(a,b) - (¢,d) = (a+ be, bd)

is equal to
(Cv d) ' (CL, b) = (C + dCL, bd)

for all c € R and d € RY. This implies that a + bc = ¢ + da for all ¢ € R and
d € R’ This is possible only if a = 0 and b = 1. Therefore, the center of Gy (and
of Q) is trivial. This implies that, up to a Lie group isomorphism, Gy is the unique
connected Lie group with Lie algebra isomorphic to L(G).

Combining this with the above discussion, we get the following result.

2.10.1. LEMMA. The connected component of the group of affine transforma-
tions of the real line is (up to an isomorphism) the unique connected 2-dimensional
nonabelian Lie group.

Combined with 2.6.2, this completes the classification of all connected Lie
groups of dimension < 2.

2.10.2. PROPOSITION. Any connected Lie group G of dimension 2 is isomorphic
to one of the following Lie groups:
(i) real plane R?;
(ii) two-dimensional torus T?;
(iii) the product R x T;
(iv) the connected component Gy of the group of affine motions of the real line.
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By direct calculation we see that
-1
b a 0 -1 b a b a 0 -1 R
Ad(“’b>€1_(o 1><0 0)(0 1) _(0 1><0 o><o 1 )

and

e I [ Y AR I [ [y

(1 —a\ _ "
= 0 0 = aeq €9.

Therefore, in the basis (e1, es) the adjoint representation of G is equal to the rep-
resentation .

Now we return to the general case. We want to calculate the exponential map
for G. The Lie algebra L(G) can be viewed as the Lie subalgebra of M,;1(R)
consisting of all matrices with last row equal to 0. Therefore, an element of L(G)
can be written as (g 8) where T' € M,,(R) and v € R™. Since G is a Lie subgroup
of GL(n + 1, R) its exponential map is given by the usual exponential function on
M, +1(R). Therefore, me have

T v =1 /(T v\*
(5 o) =25 (0 0)

By induction in p we see that

T v\* (TP TPl
0o 0o/ —\o 0

for any p € N. Let

et—1

for any ¢t € C. Then, f is an entire function, and for ¢ # 0 we have f(t) = <

With this notation we have

“(; - 7).

In particular, returning to the case n = 1, we see that

(s )0 )

for any t,v € R. On the other hand, the identity component Gy of G consists of
matrices (a b) where a > 0. If t = 0, f(0) = 1, and we have

0 1
eOvilv
*Plo o) " \o 1)
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t v et (e'=1)w
exp = ¢
0 0 0 1 '

From these formulae it is easy to see that the exponential map is a diffeomorphism
of L(G) onto Gy.
From the above discussion we conclude that the exponential map is a diffeo-
morphism for all simply connected, connected Lie groups of dimension 1 and 2.
Consider now the group G for n = 2. This is the group of affine transformations
of the plane R2. Let H be the subgroup of G consisting of all affine transformations
which preserve the euclidean distance in R2. This is the group of euclidean motions

If t # 0, we have

of R2. From the above discussion, we see that H consists of all matrices <61 ;L)

where A € O(2) and a € R?. Therefore, H is diffeomorphic to R? x O(2). By 1.8.4,
H has two connected components. Its identity component Hy is the group of orien-

0 1
where A € SO(2) and a € R?. Therefore, its fundamental group is isomorphic to
Z.

tation preserving euclidean motions consisting of all matrices of the form ( a)

Consider the manifold H = R? with multiplication
(z,y,0) - (2',y',¢") = (x + 2’ cosp + 1y sinp,y — 2’ sinp 4+ 3y cos p, o + ).

By direct calculation, one can check that this is a Lie group. Moreover, the mapping
®: H — Hj given by

cose sing =z

O(z,y,p) = | —sinp cosp y
0 0 1

is a Lie group morphism. The kernel of ® is (0,0, 27k), k € Z, and ® is surjective.
Therefore, ® is a covering projection. It follows that H is the universal cover of
Hy.

The Lie algebra of H is spanned by matrices

0 0 1 0 0 O 0 1 0
er=100 0], ea=[0 0 1], es=[=1 0 0
0 0 O 0 0 O 0 0 O
Then, we have
le1,e2] =0, [e3,e1] = —ea, [e3,e2] = e

and these relations determine L(H) completely.
Now we consider the exponential map exp : L(H) — H. By induction we see
that

[NS]

S

< 0 1)p B (-1) (é (?) if p is even;

P 1
ez (0 ) if p is odd.
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Therefore, we have

) () B
A 0) _ <Z (1) g02p> ((1) (1)>+ (Z (2(]9_741_)1)!@&%1) <_01 (1))

|
= (2p)! =
[ cosp  sing
“ \—singp cosp)’

Analogously, if ¢ # 0, we have

f( 0 90) _ <§: %Qp??) ((1) (1)) + (i %sD%Jrl) (_01 (1)>

g 0 p=0 p=0
_sing (1 0 +1—cosgo 0o 1\ _1 sin ¢ 1—cosyp
o \0 1 © -1 0) p\cosp—1 sinp /°
Hence, by above calculation, we have
0 0 =z 1 0 =z
expgy (0 0 y| =10 1 y
0 0 O 0 0 1
and, if ¢ # 0,
0 ¢ =z cosp singp  L(zsing+y(1 —cosy))
expg | —¢ 0 y|=|—-sing cosp g(:v(coscp—l)—i—ysingo)
0 0 0 0 0 1
From this one easily sees that
0 0 =z
expg [0 0 y | =(z,y,0)
0 0 O

and

0 ¢ 1 1
expg [ —¢ 0 y —(—(xsin<p+y(1—Cow)),—(x(cosw—1)+ysin<p),e0)
0 0 0 ¢ ¥

for ¢ # 0.
From this we immediately deduce that for k € Z*, we have
0 2k x
expg | =27k 0y | =(0,0,27k).
0 0 0

Hence, the exponential map is neither injective nor surjective for H.

2.11. Cartan’s theorem. In this section we prove the following fundamental
result in the theory of Lie groups.

2.11.1. THEOREM (E. Cartan). A closed subgroup of a Lie group is a Lie sub-

group.
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PROOF. Let G be a Lie group and H its closed subgroup. Let b be the Lie
subalgebra of L(G) which is tangent to H. Denote by Hj the integral subgroup of
G attached to h. Then, by 2.7.2, Hy C H.

Let € be a complementary linear subspace to §j in L(G). Then the map h x €3
(&1,&2) — exp(&1) - exp(&2) is a differentiable map from b x € into G. By 2.9.1, the
differential of this map at (0,0) is equal to (£1,&2) — & + &. Hence the map is a
local diffeomorphism at (0,0). There exist open symmetric convex neighborhoods
Uy and Us of 0 in h and € respectively, such that (£1,&2) — exp(&1) - exp(&2) is a
diffeomorphism of U; x Us onto an open neighborhood U of 1 in G.

Clearly, exp(U1) C Hy. We claim that there is a neighborhood Uj C U, of
0 € ¢ such that

H nexp(Uy) - exp(Us) = exp(Uy).

Assume the opposite. Then there exist sequences (&,) in Uy and (n,) in Uz —
{0} such that 1, — 0 and exp(§,) - exp(n,) € H. Since we have exp(n,) =
exp(—&,) exp(&n) exp(ny,), we see that exp(n,) € H for all n € N. Taking possibly
a subsequence, we can find \,, € R — {0}, n € N, such that \;!n, — n e t— {0}
as n — oo. For example, if we take a norm || - || on ¢ we can put A, = ||n.].
Clearly, we must have A,, — 0 asn — oo. Let A € R. Let k,, be the largest integer
less than or equal to A\, !. Then |\ — A\, k,| — 0 as n — oo. Therefore, by the
continuity of the exponential map, we have

o . -1 T -1
exp(An) = exp (/\ nlin;o AL nn) = nl;n;o exp(AA, 1)
— T _ -1 .
= nler;O (exp(()\ EnAn)A,, 1) exp(k,mn)) )
On the other hand, by the same reasoning, we have
nll)rgo exp((A = kn X)) A 10,) = exp (nler;O((A - kn)\n))\;lnn)) =exp(0) = 1.
Therefore, we have
exp(An) = ILm (exp((A — En )\, 1) -exp(knnn))
= 1Lm exp(—(A — kn}‘n))‘rzlnn) ) ILm (eXP(()‘ - kn)‘n))‘ﬁlnn) 'exp(knnn))
= lim exp(knn,) = lim exp(n,)"™ € H,
n—oo n—oo

since ky, € Z, exp(n,) € H and H is closed in G.

It follows that exp(An) € H for all A € R. Hence, € b, which is impossible.
Therefore, we have a contradiction.

Therefore, we established that there exists a neighborhood UJ of 0 in € such
that H Nexp(U;) exp(U}) = exp(U1). Hence, there exists an open neighborhood O
of the identity such that H N O is a submanifold. Since H is a subgroup of G, any
h € H has such neighborhood ~(h)(O). Therefore, H is a submanifold of G and a
Lie subgroup of G. O

Cartan’s theorem has the following consequence.

2.11.2. THEOREM. Let G and H be two Lie groups and ¢ : G — H a continu-
ous group homomorphism. Then p is differentiable, i.e., it is a Lie group morphism.

PROOF. Since ¢ is continuous, the graph I'y, of ¢ in G'x H is a closed subgroup.
Therefore, I'; is a Lie subgroup in G x H. Hence, the restriction p of the projection
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G x H — G to I', is a morphism of Lie groups. Clearly, it is a homeomorphism.
Since it is injective, by 1.1.5 and 2.2.9, it must be an immersion. On the other
hand, since it is open, it must be a local diffeomorphism. It follows that p is a
diffeomorphism, and an isomorphism of Lie groups. On the other hand, ¢ is the
composition of the inverse of p with the projection to the second factor in G x H.
This implies that ¢ is a Lie group morphism. (|

2.11.3. COROLLARY. Let G be a locally compact group. Then on G there exists
at most one structure of a Lie group (compatible with the topology of G).

2.12. A categorical interpretation. Let Lie be the category of Lie groups
and T opGrp the category of topological groups. Then we have the natural forgetful
functor For : Lie — TopGrp. By 2.11.2 this functor is fully faithful. Moreover, by
2.11.3, this functor is an isomorphism of the category Lie with the full subcategory
of TopGrp consisting of topological groups which admit a compatible Lie group
structure.

The following property distinguishes Lie groups among topological groups.

2.12.1. PROPOSITION. Let G be a Lie group. Then there exists a neighborhood
U of 1 in G with the following property: If H is a subgroup of G contained in U,
H is trivial, i.e., H = {1}.

We say that Lie groups do not admit small subgroups.

PROOF. Let U be an open neighborhood of 1 in G and V' a bounded open
convex neighborhood of 0 in L(G) such that exp : V. — U is a diffeomorphism.
Let V' C 1V C V be another neighborhood of 0 in L(G). Then U’ = exp(V’)
is an open neighborhood of 1 in G. Let H be a subgroup of G contained in U’.
Let h € H. Then h = exp(§) for some ¢ € V’. Hence, we have h? = exp(£)? =
exp(2¢) € H. Moreover, h? € H and h? = exp(n) for some n € V'. It follows
that exp(n) = exp(2€) for 2¢,n € V. Since exp is injective on V, we must have
2¢ = 1. Hence, £ € 1V, Tt follows that H C exp (3V’). By induction we get that

H C exp (5V’) for any n € N. Since V' is bounded, this implies that H = {1}. O

2.12.2. EXAMPLE. In contrast to 2.12.1, there exist compact groups with small
subgroups. For example, let C = Z/2Z be the cyclic group of order two, and G
the infinite product of countably many copies of C. Then G is a compact group.
On the other hand, by the definition of topology on G, there exists a fundamental
system of open neighborhoods of 1 in G consisting of subgroups of finite index in
G.

This proves that the full subcategory of T opGrp consisting of all locally compact
groups is strictly larger than Lie.

On the other hand, a connected locally compact group without small subgroups
is a Lie group. In particular, a topological group which is a topological manifold
has no small subgroups and therefore is a Lie group. This gives the positive answer
to Hilbert’s fifth problem.

2.13. Closures of one-parameter subgroups. Let G be a Lie group. Let
H be a subgroup of G. By continuity of multiplication and inversion in G, the
closure H of H is a closed subgroup of G. By Cartan’s theorem 2.11.1, H is a Lie
subgroup of G.
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Let £ € L(G) and H the corresponding one-parameter subgroup {exp(t§) | ¢ €
R}. Then, by 2.6.3, H is isomorphic to R or T. In the second case, H is compact,
and therefore closed in G.

We want to study the closure H of H in the first case. Since H is connected
and abelian, H must be a connected abelian Lie group. Hence, by 2.6.2, H is
isomorphic to a product TP x R? for some p,q € Z.

The universal cover of H is isomorphic to RP*4. The Lie algebra L(H) can also
be identified with RP*7 and the exponential map exp : RP*9 — H is the covering
projection by 2.9.6. We can assume that the kernel of this covering projection is
7P x {0}. Since ¢ € L(H) C L(H), ¢ determines a line in L(H). Let e1,ea,...,ep41q
denote the canonical basis of RPT2. Then ey, ea,...,€, and the line {t{ | t € R}
generate a subgroup K of RPT4. Let U be a nonempty open subset of RPT4. Since
the projection of RP*9 onto H is open, the image V of U is a nonempty open set
in H. Since H is dense in H, V must intersect H. It follows that K intersects U.

Hence, K is dense in RPT4. This first implies that ey, eq,..., e, and £ must span
RP*4, Hence, ¢ < 1. On the other hand, if ¢ = 1, £ is linearly independent from
e1,€a,...,6ep. In this case, K is closed in RPT!. Since it is also dense in RPT!, it

must be equal to RPT!. This is possible only if p = 0 and H is one-dimensional.

Since H is one-dimensional too, by 2.7.6, we see that H = H. Therefore, we
established the following result.

2.13.1. PROPOSITION. Let H be a one-parameter subgroup in a Lie group G.
Then, either H is a Lie subgroup isomorphic to R or H is a Lie group isomorphic
to T™ for some n € N.

Now we want to show that any torus T" can be obtained in this way.

2.13.2. PROPOSITION. Let n € N. There exists a one-parameter subgroup dense
in T™.

PRrROOF. As we remarked above, it is enough to show that for any n € N there
exists a line L in R” such that it and ey, eo, ..., e, generate a dense subgroup H in
R™.

Let L be an arbitrary line in R™ and H the subgroup generated by L and
e1,€s,...,en. Then H is a closed subgroup of R®. By Cartan’s theorem, H is a Lie
subgroup of R™. Therefore, by 2.8.2, there exists a basis a1, as,...,a, such that
(A1, ey Qe M1, ooy M) > Q1G1 + ++ + Qe + My 1Gry1 + -0+ Mpay, is an
isomorphism of R” x Z"~" onto H. If H is different from R", we have r < n. Let
f be the linear form on R™ defined by f(a;) =0 for 1 <i<n—1and f(a,) = 1.
Then f is a nonzero linear form on R satisfying f(H) C Z.

Therefore, if H is not dense in R™, there exists a nontrivial linear form f on
R™ such that f(H) C Z.

Let ¢; = f(e;) for 1 < ¢ < n. Since ey, ea,...,e, € H, we must have ¢; € Z
for 1 <i <mn. Let £ = (01,02,...,0,) be a nonzero element of L. Since f takes
integral values on L, it must be equal to 0 on L. Therefore, we must have

c101 + ol + - +¢,0, = 0.

Therefore, if a nontrivial f exists, 61,65, ...,0, must be linearly dependent over Q.
Since R is infinite dimensional linear space over @, we see that we can always find
& such that 6;,0,,...,0, are linearly independent over Q. In this case H must be
dense in R™. Hence, the corresponding one-parameter subgroup is dense in T". [
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3. Haar measures on Lie groups

3.1. Existence of Haar measure. In this section we prove the existence
of left invariant positive measures on Lie groups. They generalize the counting
measure on a finite group G. The main result is the following theorem.

3.1.1. THEOREM. Let G be a Lie group.

(i) There exists a nonzero left invariant positive measure u on G.
(ii) Let v be another left invariant measure on G. Then there exists ¢ € C
such that v = cp.

Therefore, any nonzero positive left invariant measure on G is of the form c- p,
¢ > 0. Such measure is called a left Haar measure on G.

Since a left Haar measure p on G is left invariant, its support supp(u) must be
a left invariant subset of G. Therefore, since u is nonzero, supp(u) has to be equal
to G. In particular, the measure u(U) of a a nonempty open set U in G must be
positive.

PROOF. Let n = dimG. Then A" T1(G)* is one-dimensional linear space. A
nonzero n-form Q in A" T1(G)* determines a differentiable n-form w on G by

we(T1(v(9)61 A (T (v(9))E2 A=+ A(Ti(1(9))€n) = QUE A& A N En)

for all &1,&,...,&, € Ti(G). Clearly, w satisfies v(g9)*w = w for any g € G, i.e.,
this form is left invariant. The corresponding positive measure |w| is a nonzero left
invariant measure on G. This proves (i).

Now we prove the uniqueness of left invariant measures. Let p be a nonzero
positive left invariant measure on G. Let v be another left invariant measure on G.
Let ¢ € Cy(G) such that u(p) # 0. Then we can define the function

Fo(g) = ﬁ) / o(hg) du(h).

This is a continuous function on G.
For any ¢ € Cy(G), we have

o ot a = [ ( [ et h)) e
-/(/ so(gw«g-lh)-l)du(h)) / (@)009) du(g) ) ()
= [ ([ etrarsts) duta) ) avi = [ wta) ([ otha)dvir)) duto
) / V(9)F,(9) dulg)-

/ G di(h) = / $(9)Folg) dulg)

for any ¢ € Co(G). Since left side is independent of ¢, we conclude that for
©, ¢ € Co(G) such that u(p) # 0 and u(¢') # 0, we have

[ 6 @Fulg)duts) = [ v6)F(6) duto).

It follows that
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Therefore, we have
[ 4@ F0) ~ Bt duts) =0

for any ¢ € Co(G). Hence, the measure (F, — F,/)p is equal to zero. This is
possible only if the set S = {g € G | (F, — F,/)(g) # 0} is a set of measure zero
with respect to . On the other hand, since F, — F,s is continuous, the set S is
open. It follows that this set must be empty, i.e., Fi,r = F,.

Hence, the function F,, is independent of ¢, and we can denote it by F'. From
its definition we get

F(l)/so(g) du(g) =/<p(g) dv(g)

for any ¢ € Cy(G) such that u(p) # 0. The complement of {¢ € Co(G) | u(¢) =0}
spans the space Cy(G). Therefore, the above identity holds on Cy(G), i.e., v =
F(1)p. This proves the part (ii) of the theorem. O

3.2. Modular function. Let G be a Lie group and p a left Haar measure on
G. Let 7 be an automorphism of the Lie group G. Then v, : ¢ — [ ¢(7(g)) du(g)
is a positive measure on G. In addition, for any ¢ € C,(G), we have

/ ¢(hg) dv.(g) = / ¢(hT(g)) du(g) = / o(r((h)g)) du(g)
— [etlon dnte) = [ ol i),

i.e., the measure v, is left invariant. Therefore, there exists a positive number
mod(7) such that mod(7)v, = pu, i.e.,

mod(7) / o(7(9)) dulg) = / v(g) du(g).
for all ¢ € Cy(G). Equivalently, we have
u(7(S)) = mod(7)u(S)
for any measurable set S in G.

3.2.1. LEMMA. The function mod is a homomorphism of the group Aut(G) of
automorphisms of G into the multiplicative group R% of positive real numbers.

PROOF. Let 0,7 € Aut(G). Then, for any measurable set S in G, we have
mod (o o T)u(S) = p((o 0 7)(5)) = p(o(7(S5)))
= mod(o)u(7(S)) = mod(c) mod(7)u(S),

mod(c o 7) = mod(c) mod(r). O

Clearly Int : G — Aut(G) is a group homomorphism. Therefore, by composi-
tion with mod we get the group homomorphism mod o Int of G into R? . Clearly,
the function A, defined by

A(g) = Ac(g) = mod(Int(g)) ™"



3. HAAR MEASURES ON LIE GROUPS 81

from G into R* , is a group homomorphism. It is called the modular function of G.
By the above formulas, we have

[ ethgautn) = [ elahg™) dutr) = Alg) [ e(h duto
for any ¢ € Cy(G). Equivalently,
n(Sg) = A(g)u(S)

for any g € G and measurable set S in G. Therefore, a left Haar measure is right
invariant if and only if Ag = 1.

3.2.2. PROPOSITION. Let G be a Lie group. Then:

(i) The modular function A : G — R is a Lie group homomorphism.
(ii) For any g € G, we have

Ag(g) = |det Ad(g)| ™"

PROOF. Let n = dim G. Let w be a nonzero left invariant differential n-form
on G. Then w is completely determined by its value at 1. Clearly,

(Int(g) o y(h))(k) = ghkg™" = (v(ghg™") o Int(g)) (k)
for any k € G. Hence, for any h € G, we have
7(9)"(Int(h)*w) = (Int(h) 0 v(g9))*w = (v(hgh™") o Int(h))*w
= Int(h)*(y(hgh™)*w) = Int(h)*w

for all g € G, i.e., Int(h)w is a left invariant differential n-form on G. Therefore, it

must be proportional to w.
On the other hand,

(Int(g)*w)(& A& A+ A&n) = w(Ti(Int(g))& A Ti(Int(g))€2 A+ - ATi(Int(g))én)
= det(T1(Int(g)))w(Er A &2 A -+ A&n)
for any &1,&a,...,&, € T1(G). It follows that
Int(g)*w = det(T1(Int(g))w = det(Ad(g))w
for any g € G. Therefore, we have
| Int(g)*w| = | det Ad(g)| - ||

for any g € G.
Let o be the left Haar measure attached to w. Then, by 1.4.2.1, for any ¢ €
Co(G), we have

[emut) = [ o1l = [ (eolut(o) t(g)"wl = | det Ad(g)] [ (volut(e))

— |det Ad(g)| / o(ghg™Y) du(h) = | det Ad(g)| Ag) / (k) du(h).

Hence, (ii) follows.
From (ii) it follows that A is differentiable. This establishes (i). O

A Lie group G is called unimodular if Ag = 1. As we remarked above, a left
Haar measure on a unimodular Lie group is also right invariant, i.e., it is bisnvariant.

Clearly, abelian Lie groups are unimodular. In addition, we have the following
result.
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3.2.3. PROPOSITION. Let G be a compact Lie group. Then G is unimodular.

ProoF. If G is compact, the image A(G) of G is a compact subgroup of R .
Therefore, it must be equal to {1}. O

3.2.4. EXAMPLE. Let G be the Lie group of affine transformations of the line
studied in 2.10. We established there that

Ad(a,b) = <8 0{)

for any (a,b) € G. Therefore, we have
A(a,b) = |det Ad(a,b)| ™ = |b].
It follows that G is not unimodular.

3.3. Volume of compact Lie groups. In this section we prove the following
characterization of compact Lie groups.

3.3.1. THEOREM. Let G be a Lie group and u(G) a left Haar measure on G.
Then, the following conditions are equivalent:
(i) The group G is compact.
(ii) p(G) is finite.
PRrROOF. If G is compact, u(G) < oo.
Assume that 4(G) < co. Let V' be a compact neighborhood of 1 in G. Then
u(V) > 0.
Let S be the family of finite sets {g1, 92, ..., gn} such that ¢;V Ng;V = 0 for
all i #£ j, 1 <i,j <n. Then we have

wWG) > p <U gN) = Zu(gz-V) =nu(V),

and n < % It follows that the elements of S have bounded cardinality. In
particular, there exist elements in .S of maximal cardinality ng. Let {g1, g2, -, Gno }

be such element in S. Let g € G. Then {g,g1,...,9n,} is not in S. Therefore,
there exists 1 <4 < ng such that gV N g;V # (). Therefore, g € g;VV 1. Since g
was completely arbitrary, it follows that G = |J°; ¢;V'V ~'. Hence G is a union of
compact sets, i.e., G is compact. O



CHAPTER 3
Compact Lie groups

1. Compact Lie groups

1.1. Lie algebra of a compact Lie group. Let G be a compact Lie group
and L(G) its Lie algebra. By 2.3.1.1, there exists a left Haar measure on G. By
2.3.2.3, this measure is biinvariant. Moreover, by 2.3.3.1, the volume of G is finite.
therefore, we can select the biinvariant Haar measure p on G such that u(G) = 1.

1.1.1. LEMMA. Let G be a compact group.

(i) The Lie algebra L(G) admits an inner product such that the image of
Ad: G — GL(L(G)) is a closed subgroup of O(L(QG)).

(ii) With respect to this inner product, ad(€), £ € L(G), are skew symmetric
linear transformations.

PROOF. Since G is compact, the image Ad(G) C GL(L(QG)) is compact and
therefore closed.

Let (&£,m) — (&|n) be an arbitrary inner product on L(G). Then we define
another inner product on L(G) by

€1 = [ (Ad(@)é] Ad(o)n) dun(a),
for £, € L(G) Clearly, we have

[Ad(g)¢] Ad(g)n] = /G (Ad(h) Ad(g)¢| Ad(h) Ad(g)n) du(g)

- /G (Ad(hg)€| Ad(hg)n) du(g) = /G (Ad(9)¢] Ad(g)n) dulg) = [€]n]
for all £,m € L(G) and g € G. Therefore, Ad(g) € O(L(G)) for all g € G. This

proves (i).
(ii) follows immediately the description of Lie algebra of the orthogonal group
in 2.1.8. O

1.2. Tori in compact Lie groups. By 2.2.6.2 a compact connected abelian
n-dimensional Lie group is isomorphic to a torus T™. Therefore, we are going to
call it a torus.

Let G be a compact Lie group and T a torus in G. Then the Lie algebra L(T)
of T is an abelian Lie subalgebra of L(G).

We consider the set of all subgroups of G and the set of all Lie subalgebras of
L(G) equipped with the partial ordering given by inclusion.

1.2.1. LEMMA. Let G be a compact Lie group.

(i) Any abelian Lie subalgebra of L(G) is contained in a mazximal abelian Lie
subalgebra.

83
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(ii) Any torus in G is contained in a mazimal torus.

(iii) An integral subgroup T is a mazimal torus in G if and only if L(T) is a
mazimal abelian Lie subalgebra of L(G).

(iv) the map T — L(T) is a bijection between mazximal tori in G and mazimal
abelian Lie subalgebras in L(G).

PROOF. (i) is obvious, since L(G) is finite-dimensional.

Let b be an abelian Lie subalgebra of L(G). Denote by H the integral subgroup
of G corresponding to h. Then the closure H of H is a compact connected abelian
subgroup of G. By Cartan’s theorem 2.2.11.1, it is a torus in G. Hence, its Lie
algebra L(H) is an abelian Lie subalgebra of L(G) containing L(H).

If b is a maximal abelian Lie subalgebra of L(G), L(H) = b, i.e., H = H by
2.2.7.6. It follows that H is a torus. Assume that H' is a torus containing H. Then
its Lie algebra L(H’) is an abelian Lie subalgebra of L(G) and L(H') D h. By the
maximality of b, it follows that L(H') = b, and H' = H by 2.2.7.6. Therefore, H
is a maximal torus in G.

It follows that the bijection from Lie subalgebras into integral subgroups maps
maximal abelian Lie subalgebras into maximal tori.

If T is a maximal torus in G, its Lie algebra L(T) is contained in a maximal
abelian Lie subalgebra . The maximal torus H corresponding to h must contain
T by 2.2.7.6, hence T = H and L(T) = b is a maximal abelian Lie algebra. This
completes the proof of (iii) and (iv).

Let T be a torus in G. By (i), its Lie algebra L(T') is contained in a maximal
abelian Lie subalgebra b of L(G). The corresponding integral subgroup H is a
maximal torus in G, and by 2.2.7.6, T'C H. This proves (ii). O

Let G be a compact Lie group and T a torus in G. For any g € G, Int(g)(T) =
gTg~1!is a torus in G, i.e., Int(g) permutes tori in G. Clearly, this action preserves
the inclusion relations, therefore Int(g) permutes maximal tori in G. Hence, G acts
by inner automorphisms on the set of all maximal tori in G.

Analogously, for any abelian Lie subalgebra b of L(G), the Lie algebra Ad(g)(h)
is also an abelian Lie subalgebra. Therefore, Ad(g) permutes all abelian Lie subal-
gebras in L(G). Since this action also preserves the inclusion relations, Ad(g) also
permutes all maximal abelian Lie subalgebras of L(G).

1.2.2. THEOREM. Let G be a compact Lie group. Then

(i) The group G acts transitively on the set of all mazimal tori in G, i.e., all
maximal tori are conjugate.

(ii) The group G acts transitively on the set of all maximal abelian Lie subal-
gebras in L(QG), i.e., all mazimal abelian Lie subalgebras are conjugate.

By 1.2.1, the statements (i) and (ii) are equivalent.

This implies that all maximal tori in G have same dimension. Also, all maximal
abelian Lie subalgebras in G have same dimension. Finally, by 1.2.1, these two
numbers are equal. This number is called the rank of G.

The proof of the theorem is based on the following lemma.

1.2.3. LEMMA. Let G be a compact Lie group. Let §&,n € L(G). Then there
exists g € G such that [Ad(g)¢,n] = 0.
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ProoF. By 1.1.1, L(G) admits an Ad(G)-invariant inner product. Consider
the function
G 39— F(g) = (Ad(g)¢]n)-

Clearly, this is a smooth function on G. Since G is compact, F' must have a sta-
tionary point in G. If g is a stationary point of F, the function ¢t — F'(exp(t¢)go)
has a stationary point at ¢ = 0 for any ¢ € L(G). On the other hand, we have

F(exp(t€)go) = (Ad(exp(t¢)go)&|n)
= (Ad(exp(t€)) Ad(go)éln) = (€' Ad(go)e]n)
by 2.2.9.4. Therefore, since ad(¢) and ad(n) are antisymmetric by 1.1.1, we have

0= LODUIG) | (a(c) Ad(go)el) = ~(Ad(go)e] ad(CIm)
t=0
= (Ad(go)¢lad(n)¢) = —(ad(n) Ad(go)¢|¢) = ([Ad(g0)E, n][C)
for all ¢ € L(G). Tt follows that [Ad(go)&,n] = 0. O

Now we can prove 1.2.2. Let T and T’ be two maximal tori in G. Let L(T) and
L(T") be their Lie algebras. Then, by 2.2.13.2, there exist £ € L(T) and n € L(T")
such that the corresponding one-parameter subgroups are dense in T, resp. T’. By
1.2.3, There exists g € G such that [Ad(g)¢,n] = 0. Therefore, Ad(g)¢ and 1 span
an abelian Lie subalgebra. Moreover, by 2.2.9.3, exp(t Ad(g)¢) and exp(sn) are in
the corresponding integral subgroup H for all ¢,s € R. By 2.2.2.18, H is an abelian
Lie group.

It follows that

exp(t Ad(g)€) exp(sn) = exp(sn) exp(t Ad(g)¢)
for all ¢,s € R. Therefore, by 2.2.9.4, we have

gexp(t€)g™" exp(sn) = exp(sn)g exp(t&)g~"
for all ¢, s € R. Since one-parameter subgroups corresponding to £ and 7 are dense
in T, resp. T’, by continuity we have
gtg~'t' =t'gtg™

forallt € T and t' € T'. Clearly, T, = gTg~! is a maximal torus in G, and its
elements commute with elements of 7”. The differentiable map v : T' x T, — G
given by v(t,s) = ts, t € T', s € T, is a Lie group morphism. Therefore, its
image S is a connected compact abelian subgroup of G. By Cartan’s theorem,

2.2.11.1, S is a torus in G. Since S contains the maximal tori 77 and Ty, we see
that T/ = S = T,. Hence, gTg~! =T’, and (i) in 1.2.2 follows.

1.3. Surjectivity of the exponential map. In this section we prove the
following basic result.

1.3.1. THEOREM. Let G be a connected compact Lie group. The exponential
map exp : L(G) — G is surjective.

Let G be a connected compact Lie group and T a maximal torus in G. We
claim first that the following two statements are equivalent

(i) the exponential map exp : L(G) — G is surjective.
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(ii) every element of G lies in a conjugate of T', i.e., the map ¢ : G X T — G
given by (g,t) = gtg~! is surjective.

If (i) holds, for any g € G we have g = exp(§) for some ¢ € L(G). Therefore,
g lies in the one-parameter subgroup {exp(t¢) | t € R}. The closure of this one-
parameter subgroup is a torus in G. Therefore, by 1.2.1, it is contained in a maximal
torus 77 in G. By 1.2.2, T’ = hTh~! for some h € G. Therefore, g € T' = hTh~!
and g = ¢(h,t) for some t € T

On the other hand, if (ii) holds, any g € G is of the form g = hth~! for some
h € G and t € T. Therefore, g is in the maximal torus hRTh~! in G. By 2.2.9.6, g
is in the image of the exponential map.

It follows that to prove 1.3.1 it is enough to establish (ii).

Let X = ¢(G x T). Then X is a nonempty compact subset of G. Since G is
connected to prove that X is equal to G it is enough to prove that X is open. Since
X is invariant under conjugation by elements of G, it is enough to show that X is
a neighborhood of any t € T

We prove the statement by induction in dim G—dimT > 0. f dim G —dim T =
0, we have dim G = dim T"and G = T since G is connected. In this case the assertion
is evident.

Therefore, we can assume that dimG — dim 7T > 0.

Let t € T. Let H be the centralizer of t in G, i.e., H = {g € G | gt = tg}.
Then, we have H = {g € G | Int(t)g = g}. By 2.2.2.15, it follows that H is a Lie
subgroup and

L(H) ={¢ € L(G) | Ad(t)¢ = &}
Clearly, H is a compact Lie subgroup. Let Hy be the identity component of H.
Then T' C Hy, and Hy is a compact connected Lie group. Evidently, T" is a maximal
torus in Hy.

Clearly, there are two possibilities: either ¢ is in the center Z of G or t is not
in the center of G.

Assume first that ¢t € Z. Let T’ be a maximal torus in G. Then, by 1.2.2, we
have T’ = hTh~! for some h € G. Therefore, t = hth™! € T'. It follows that ¢
is contained in all maximal tori in G. Let £ € L(G). Then, ¢ is in some maximal
abelian Lie subalgebra of L(G), and by 1.2.1, exp(€) is in the corresponding maximal
torus T”. Since t € T”, we conclude that ¢ - exp(§) € T”. By 1.2.2, there exists
k € G such that T = kTk™1, hence it follows that texp(¢) € kTk~! C X. Since
the exponential map is a local diffeomorphism at 0 by 2.2.9.1, we conclude that
{texp(&) | € € L(G)} is a neighborhood of ¢ in G.

It remains to treat the case t ¢ Z. In this case, by 2.2.2.17, we have Ad(t) #
lr(g). It follows that L(H) # L(G). In particular, we have dim Hy = dim H <
dimG. Hence, we have dim Hy — dim7T < dimG — dim7. By the induction
assumption, we have

Ho = {ht'h™* | h € Hy,t' € T}.
Therefore, we have

X ={ghg™' | g € G,h € Hp}.
Hence, to prove that X is a neighborhood of ¢ it is enough to show that the map
¥ : G x Hy — G defined by (g, h) = ghg™! is a submersion at (1,t). Since the
exponential map is a local diffeomorphism at 0 by 2.2.9.1, it is enough to show that
the map

L(G) x L(H) 3 (§n) — t(exp &, texpn)
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is a submersion at (0,0). This in turn is equivalent to
L(G) x L(H) > (&) = t~"9(exp&, texpn)
being a submersion at (0,0). On the other hand, by 2.2.9.4, we have
t~(exp€, texpn) =t~ exp(€)t exp(n) exp(—€) = exp(Ad(t™)€) exp(n) exp(—¢).
Therefore, the differential of this map at (0,0) is
a:(€n) > Ad(tTHE+n — €= (Ad(t™) — )€ +1.

As we remarked in 1.1.1, there exists an inner product on G such that Ad(t~1!)
is an orthogonal transformation. Therefore, L(H)* is invariant for Ad(t~'). Hence,
it is invariant for Ad(¢t=!) — I too. Let £ € L(H)* be in the kernel of Ad(t~1) — 1.
Then, as we remarked before, ¢ is in L(H) too. It follows that ¢ € L(H)NL(H)+ =
{0}. Therefore, Ad(¢t~!) — I induces an isomorphism of L(H)L. Tt follows that
o(L(G) x L(H)) D L(H)* @ L(H) = L(G). Hence, v is a submersion at (1,t).
This completes the proof of the induction step, and finishes the proof of 1.3.1.

As we mentioned at the beginning of the proof of 1.3.1, this also establishes
the following result.

1.3.2. COROLLARY. Let G be a connected compact Lie group and T a mazximal
torus in G. Then the differentiable map ¢ : G x T — G given by o(g,t) = gtg~*
18 surjective.

1.3.3. COROLLARY. Let G be a connected compact Lie group. Then any g € G
lies in a mazimal torus.

PRrROOF. By 1.3.2, for g € G, there exists h € G and t € T such that g = hth™1.
It follows that g is in the maximal torus hTh~". (]

1.4. Centralizers of tori.

1.4.1. THEOREM. Let G be a connected compact Lie group and T a torus in G.
Let

C={geG|gt=tg foralteT}
be the centralizer of T. Then:

(i) C is connected Lie subgroup of G containing T .
(ii) If, in addition, T is a mazimal torus in G, we have C =T.

PRrROOF. Clearly, the centralizer of T" is a compact subgroup of G containing 7T'.
Hence, by Cartan’s theorem, 2.2.11.1, it follows that C is a compact Lie subgroup
of G.

Let t € C. First we show that ¢t and T lie in a torus in G. Let H be the
centralizer of ¢ in G. By 1.3.3, ¢ is in a maximal torus 7’ in G. Clearly, T' C H.
Therefore, T' is in the connected component Hy of H. In particular, this implies
that t € Hy. Hence, t and T are in Hy. Since Hy is a compact Lie group, by 1.2.1,
T is contained in a maximal torus S in Hy. By 1.3.2, there exists h € Hy such that
t € hSh~!. It follows that ¢t = h~'th € S. Hence, the torus S satisfies the above
requirement.

If T is a maximal torus in GG, we must have S = T. This implies that ¢t € T.
Since t € C' was arbitrary, it follows that C' = T in that case. This completes the
proof of (ii).
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In general situation, S is in C. Since S is connected, it is in the identity
component Cy of C'. Hence, t is in Cy. Since ¢ € C' was arbitrary, it follows that
Cy = C. This proves (i). O

1.4.2. COROLLARY. Let G be a connected compact Lie group and Z the center
of G. Then Z is equal to the intersection of all mazimal tori in G.

PROOF. Let T be a maximal torus in G and z € Z. Then z centralizes T', and
z € T by 1.4.1.(ii). Hence, we have Z C T. It follows that Z is contained in the
intersection of all maximal tori in G.

Conversely, let z be in the intersection of all maximal tori in G. Let g € G. By
1.3.3, there exists a maximal torus 7" in G which contains g. Hence, z commutes
with g. It follows that z is in the center Z of G. O

1.5. Normalizers of maximal tori. Let T" be an n-dimensional torus and let
T be its universal covering group. Then, by 2.2.9.6, T can be identified with R” and
T with R™/Z™. The projection map T — T corresponds to the natural projection
R® — R™/Z™ = T". Since the exponential map on R™ is the identity, we can
also identify L(T') with R™ and the covering map R” — T" corresponds to the
exponential map. Let o be an automorphism of T, Then L(«) is an automorphism
of L(T), i.e., L(a) € GL(L(T)). By 2.2.9.3, « o exp = expoL(a). Hence, the
action of o on T is induced by the action of L(a) on L(T'). This implies that L(c)
must map the lattice ker exp into itself. Since the same argument applies to a1,
it follows that L(«a) is a bijection of ker exp.

With our identification, L(«) corresponds to an element of GL(n,Z), the sub-
group of GL(n,R) consisting of all matrices which map Z" onto itself. A matrix A
is in GL(n,Z) if and only if A and A~! are in M,,(Z), i.e., their matrix entries are
integers. This is equivalent to A € M,,(Z) and det A = £1. Clearly, GL(n,Z) is a
discrete subgroup of GL(n,R).

Let T be a torus in a compact group G. Let g be an element of G which
normalizes T, i.e., such that gTg~! = T. Then, t — gtg~! is an automorphism of
T.

1.5.1. LEMMA. Let T be a torus in a connected compact Lie group G. Let
N ={ge G| gTg~t =T} be the normalizer of T. Then N is a Lie subgroup of G
and its identity component is the centralizer of T'.

PROOF. Clearly, N is a closed subgroup of G. Therefore, G is a Lie subgroup
by 2.2.11.1. Let Ny be the identity component of N. Let C be the centralizer of
T. Then C C N. Moreover, by 1.4.1.(i), we see that C' C Ny.

Let n € N. Hence, Int(n) induces an automorphism of T. Therefore, its
differential Ad(n)|r(r) is in a discrete subgroup of GL(L(T)). It follows that
n — Ad(n)}L(T)
of GL(L(T)). Therefore, the identity component Ny of N maps into the iden-
tity, i.e., Ad(n)}L(T) = I for any n € Nyg. Moreover, by 2.2.2.16, it follows that

Int(n)’T = idp for any n € Ny, i.e., Ng C C. This in turn implies that No = C. O

is a Lie group homomorphism of N into a discrete subgroup

1.5.2. THEOREM. Let T be a mazximal torus in a connected compact Lie group
G. Let N be the normalizer of T. Then the identity component No of N is equal
toT.

Moreover N/T is a finite group.
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PrOOF. By 1.5.1, Ny is equal to the centralizer of T. By 1.4.1.(ii), the central-
izer of T' is equal to T". This proves the first statement.

Since N is a compact group, the discrete group N/T is also compact. Therefore,
N/T must be finite. O

The group W = N/T is called the Weyl group of the pair (G, T).

1.5.3. EXAMPLE. Let G = SU(2). Then G is a simply connected, connected
compact Lie group. Let T be the subgroup consisting of diagonal matrices in G,

ie., T_{(g 2) |a|_1}.

Clearly, T is a one-dimensional torus in G. An element g € G can be written as

< a b) with |a|2 + |b|? = 1.

-b a

Therefore, we have

GEA6 G -GIEIE D
_ (a|0£|2 + d_|12|2 _(d — a)ab )
(@—a)ab  ala* + alb|?

for any a, || = 1. If g is in the normalizer of T', we must have ab = 0. Therefore,
either a = 0 or b = 0. Clearly, b = 0 implies that ¢ € T. On the other hand, if

a = 0, we have
(0 —=b\ _ (0 -1\ (b 0
9= o)7\1 o/)lo o

with |b| = 1. Therefore, we have

0 -1
N=TU (1 0 ) T.
It follows that the connected component of N is equal to T'. Hence, T is a maximal
torus in G, and the rank of G is equal to 1. On the other hand, the Weyl group

of (G,T) is isomorphic to the two-element group. The nontrivial element of W is
represented by (§ 7).

1.6. Universal covering groups of connected compact Lie groups. Let
G be a connected compact Lie group. We want to describe the structure of the
universal covering group G of G.

We start with some technical preparation.

1.6.1. LEMMA. Let G be a connected Lie group and C' a discrete central subgroup
of G such that G/C is compact. Then there exists a compact neighborhood D of 1
in G such that

int(D)-C =G.

PROOF. Let U be an open neighborhood of 1 in G such that its closure U is
compact. Since the natural projection p : G — G/C is open, p(U) is an open
neighborhood of 1 in G/C. Therefore, the translates v(k)(p(U)), k € G/C, form
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an open cover of G/C. Since G/C is compact, there exist k1 = 1,ko,.... k, € G/C
such that

P
G/C = (k) (p(V)).
i=1
Let g1 =1,99,...,9p € G be such that p(g;) = k; for 1 <i < p. Then

p
D= U giU
=1

is a compact set in G. In addition,

p(int(D)) D p (U giU> =G/C,

hence we have int(D) - C = G. O

1.6.2. COROLLARY. Let G be a connected Lie group and C a discrete central
subgroup of G such that G/C is compact. The group G is compact if and only if C
is finite.

PROOF. Since C is a discrete subgroup, if G is compact, C' must be finite.
Conversely, if C' is finite, by 1.6.1, G is a union of finitely many compact sets.
Therefore, G is compact. O

1.6.3. LEMMA. Let G be a connected Lie group and C' a discrete central subgroup
of G such that G/C is compact. Then C' is finitely generated.

PrOOF. By 1.6.1, there exists a compact neighborhood D of 1 in G such that
the translates v(c) int(D) cover G. Since D? is a compact set in G, it is covered by
finitely many such translates, i.e.,

D? € Dey U Dey U---U Deyy,

for some c1, ca,...,cm € C. Let T be the subgroup of C' generated by ¢y, ca, . .., Cm.
Then, as we remarked, D> ¢ D -T'. We claim that D™ c D -T. We prove this
statement by induction in n. Assume that the statement holds for n. Then

Drt'=D.D"cD?.TcD-T.

Since G is connected, by 2.1.5.1 we have

G=|JDp"cD-T.
n=1
Therefore, every element of ¢ € C'is of the form ¢ = db with d € D and b € T'. This
implies that d € D N C. Hence, C' is generated by D N C and ¢y, co, ..., Cp. Since
D is compact and C discrete, D N C' is finite. O

Let G be a connected compact Lie group and G its universal covering group.
Let p : G — G be the canonical projection and C' = kerp. By the results from
2.1.6 we know that C' is isomorphic to the fundamental group of G. Hence we have
the following consequence.

1.6.4. COROLLARY. The fundamental group of a connected compact Lie group
is finitely generated.
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Let G be a connected Lie group and C' a discrete central subgroup such that
G/C is compact. Denote by Hom(G,R) the set of Lie group morphisms of G into
R, and by Hom(C,R) the set of all group morphisms of C' into R. For ¢,¢ €
Hom(G,R) we define ¢ + v : G — R by (p +¢)(g) = ¢(9) + ¢(g) for all g € G.
For any g,h € G we have

(p+1)(gh) = p(gh) +9(gh) = ©(g9) +p(h) +¥(g9) +¥(h) = (p+¥)(9) + (e +¥)(h).

Therefore, ¢+ is a Lie group morphism in Hom(G, R). It follows that Hom(G, R)
is an abelian group. Analogously, Hom(C,R) is also an abelian group.

Let ¢ : G — R be a Lie group morphism. Then its restriction to C is a group
morphism res(p) : C — R. Moreover, the restriction map res : Hom(G,R) —
Hom(C,R) is a group homomorphism.

The following observation is elementary.

1.6.5. LEMMA. The restriction map res : Hom(G,R) — Hom(C,R) is an
injective homomorphism.

PRrROOF. Let ¢ be in the kernel of res. Hence, ¢ factors through a Lie group
morphism p : G/C — R. Since G/C is compact, p(G/C) is a compact subgroup
of R, i.e., p(G/C) = {0}. Therefore p =0 and ¢ = 0. O

The main result of this section is the following result.

1.6.6. THEOREM. The restriction map res : Hom(G,R) — Hom(C,R) is an
isomorphism.

To prove this theorem, we need to establish the following extension result.

1.6.7. LEMMA. Let G be a connected Lie group and C' a discrete central subgroup
of G such that G/C is compact. Let ¢ : C — R be a group homomorphism. Then
 extends to a Lie group homomorphism of G into R.

PROOF. Let D be a compact set satisfying the conditions of 1.6.1. Let r; be a
positive continuous function on G with compact support such that r1|p = 1. We
put

ra(g) =Y ri(cg)
ceC

for any g € G. Let U be a compact symmetric neighborhood of 1in G. Then gU is a
neighborhood of g € G. Moreover, h — r1(ch) is zero on gU if supp(r1) NegU = 0.
This is equivalent to ¢ ¢ supp(r;)Ug~!. Since the set supp(r1)Ug~? is compact,
the function h — r1(ch) is nonzero on gU for finitely many ¢ € C only. Hence, 79
is a continuous function on gU.

It follows that ro is a continuous function on G constant on C-cosets. Any

g € G can be represented as g = dc with d € D and ¢ € C. Hence, we have
ro(g) = ra(ed) = Z ri(ced) = Z ri(d'd) > ri(d) = 1.
c'eC ceC

Therefore, 75(g) > 0 for any g € G. Hence, we can define

o (9)
N@—w@)

for any g € G.
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This is a positive continuous function on G with compact support. Moreover,

1
r(cg) = ——= ) ri(eg) =1
Z 9 7"2(9)%19

ceC

for any g € G.
Therefore, we constructed a continuous function r : G — R satisfying

(1) suppr is compact;
(2) r(g) >0 forall g € G;
(3) Yeccr(cg) =1 for any g € G.
Now, define ¢ : G — R by
U(g) = plor(c'g)
ceC
for any g € G. As before, we conclude that 1 is a continuous function on G and

Uleg) =Y )b eg) =Y p(cb)r(b™g) =D (plc) + @) "g)

beC beC beC
=) Y r(brg) + D e®)r(d"g) = plc) +(g)
bel bel

forallce C' and g € G.
Define

P(g) =(9) — (1) for g € G.
If g = ¢, from the above relations we get
D(c) = ¥(c) —9(1) = p(c) + (1) —%(1) = ¢(c)
for all ¢ € C'. Therefore, the function ® extends ¢ to G.
Moreover, we have
D(cg) = Plcg) —v(1) = p(c) +¢(g) —¥(1) = ®(c) + B(9)
forall ce C' and g € G.
Now define
F(x;9) = ®(xg) — () for z,g € G.
Then, we have
F(z;¢) = ®(zc) — D(x) = O(c) = ¢(c)
for any z € G and ¢ € C; and
F(x;99") = ®(zgg') — ©(x) = ©(xgg) — B(xg) + (xg) — ®(x) = F(zg; ") + F (a3 9)
for all z, 9,9 € G. Also, we have
F(cx; g) = ®(cxg) — P(cx) = ®(c) + P(xg) — P(c) — P(z) = P(ag) — D(x) = F(x;9),

ie., F: G x G — R factors through G/C x G. Let F be the continuous function
from G/C x G into R induced by F.

Since G/C'is a compact Lie group, it admits a biinvariant Haar measure p such
that u(G/C) = 1.

Therefore, we can define

U(g) :/G/c F(y; 9) duly)

for any g € G.
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Then we have
U(c) = F(y; c) du(y) = ¢(c)
G/C
for all ¢ € C, i.e., ¥ also extends ¢ to G.
On the other hand, we have

w&ﬂ—ﬂmﬁ@wmwm—/ (Fluplg):g) + Fly, 9)) duly)

lele;
:/ F@ymmw+/ Fly: 9) duly) = ¥(g) + ¥(g');
Ga/c Ga/c

ie., U : G — Ris a homomorphism. By 2.2.11.2, ¥ is a Lie group homomorphism.
O

Let G be a connected compact Lie group. Then, by 1.1.1, there exists an in-
variant inner product on L(G), i.e., Ad is a Lie group homomorphism of G into
O(L(@G)). This implies that ad is a Lie algebra morphism of L(G) into the Lie alge-
bra of O(L(G)), i.e., all linear transformations ad(¢), £ € L(G), are antisymmetric.

Let b be an ideal in L(G). Then it is invariant under all ad(¢), £ € L(G). This
implies that the orthogonal complement h* of b is invariant for all ad(¢), € € g,
i.e., bt is an ideal in g. It follows that L(G) = h @ h* as a linear space. On the
other hand, for £ € h and n € b, we have [¢,7] € h N hL = {0}, i.e., L(G) is the
product of h and h' as a Lie algebra.

Therefore we established the following result.

1.6.8. LEMMA. Let G be a connected compact Lie group. Let b be an ideal in
L(G). Then L(G) is the product of b with the complementary ideal h*.

Let Z be the center of G. By 2.2.2.17, Z is a Lie subgroup of G and its Lie
algebra L(Z) is the center of L(G). By 1.6.8, if we put € = L(Z)*, € is an ideal in
L(G) and L(G) =t® L(Z).

Let g be a Lie algebra and a and b two ideals in g. Let [a, b] be the span of all
commutators [£,7], £ € a, n € b. Then [a, b] is an ideal in g.

1.6.9. LEMMA. ¢ = [L(G), L(G)].

PROOF. Let &,n € L(G) and ¢ € L(Z). Then we have

([&; <) = (ad(€)()[C) = —(nlad(£)(C)) = 0.
Therefore, we have [L(G), L(G)] € L(Z)*. This implies that L(Z) C [L(G), L(G)]*.
Conversely, let £, € L(G) and ¢ € [L(G), L(G)]*. Then we have
0 = ([£,7]¢) = (ad(§)()[¢) = —(nlad(£)(C)) = —=(l[§, ¢])-
Since 7 is arbitrary, it follows that [¢,¢] = 0 for any £ € L(G). Therefore, ¢ is in
the center of g. It follows that [L(G), L(G)]* C L(Z). O

In particular, the decomposition L(G) = ¢ @ L(Z) does not depend on the
choice of the invariant inner product on L(G).

1.6.10. THEOREM. Let G be a connected compact Lie group. Then the following
statements are equivalent:
(i) The center Z of G is finite;
(ii) The universal covering group G of G is compact.
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PROOF. Let C' C G be the kernel of the covering projection p : G — G. By
1.6.3, C'is a finitely generated abelian subgroup of G. Assume that C' is not finite.
Then, by 1.7.7, we have C = Cy x Z, for some finitely generated abelian group
C1. The projection to the second factor defines a homomorphism ¢ of C into Z.
By 1.6.6, this homomorphism extends to a Lie group homomorphism ¢ : G —R.
The kernel of L(p) : L(G) — R is an ideal a of codimension 1 in L(G). Moreover,
it &,n € L(G), we have

L(p)([&;n]) = [L(9)(€), L(p)(n)] = 0.

Hence, [L(G), L(G)] C a. It follows that [L(G), L(G)] is a nontrivial ideal in L(G).
By 1.6.9, this implies that L(Z) is nonzero. Therefore, Z is not finite.

Therefore, we proved that if Z is finite, C' must be finite too. Hence G is a
finite cover of G. By 1.6.2, this implies that G is compact.

Conversely, assume that the center Z of G is infinite. Since Z is compact, it
has finitely many components. Therefore, the identity component of Z has to be
infinite. It follows that L(Z) is nonzero and ¢ = dim L(Z) > 0. Let K be the
integral subgroup of G corresponding to [L(G), L(G)] and K the universal covering
group of K. Then K x R is a simply connected, connected Lie group with Lie
algebra isomorphic to [L(G), L(G)] x L(Z) = L(G). By 2.2.4.2, we conclude that
G is isomorphic to K x R?. In particular, G is not compact. O

1.7. Appendix: Finitely generated abelian groups. Let A be an abelian
group. The group A is finitely generated if there exists elements a1, as, ..., a, such
that the homomorphism

ZOL® - ®DZ> (my,ma,...,My) —> mia1 +moas + -+ +mpa, € A

is surjective. The elements a1, ao, ..., a, are generators of A.

A finitely generated abelian group A is free, if there is a family aq, as, . .., a, of
generators of A such that the homomorphism Z®Z®- - -BZ > (mq, ma, ..., my) —
miay +maas +- - - +mMyay is an isomorphism. In this case, the family a4, aso, ..., ay,

of generators is called a basis of A.

1.7.1. LEMMA. All bases of a free finitely generated abelian group have same
cardinality.

PROOF. Let a1, aq,...,a, be a basis of A. Then A/2A is a product of n copies
of two-element group. Therefore, the number of elements of A/2A is equal to
2", O

The cardinality of a basis of a free finitely generated abelian group is called the
rank of A.

1.7.2. LEMMA. Let A be a finitely generated abelian group and B a free finitely
generated abelian group. Let p : A — B be a surjective group homomorphism. Let
C = kery. Then there exists a subgroup B’ of A such that A = C ® B’ and the
restriction of ¢ to B’ is an isomorphism of B’ onto B.

PROOF. Let by, bs,...,b, be a basis of B. We can pick a1, as, ..., ay, such that
p(a;) = b; for 1 < i < n. Let B’ be the subgroup generated by a1, as,...,a,. Then
the homomorphism ¢ : ZOZP---BZ > (my,ma,...,my) —> mia +meag+-- -+
Mpay, is a surjection on B’. Moreover, since by, ba, . . ., by, is a basis of B, po1 is an
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isomorphism. Therefore, ¢ has to be injective. It follows that B’ is a free finitely
generated abelian group. Moreover, BN C = {0}.

Let a € A. Then ¢(a) = m1by +- - - +myb, for some integers myq, ..., m,. This
in turn implies that a — (mya1 + - - - + myay) is in the kernel of ¢, i.e., it is in C.
It follows that a € C @ B’. O

1.7.3. LEMMA. Let A be a free finitely generated abelian group. Let B be a

subgroup of A. Then B is a free finitely generated abelian group and rank B <
rank A.

PROOF. We prove the statement by induction in the rank of A. If the rank is
1, A is isomorphic to Z and its subgroups are either isomorphic to Z or {0}.

Assume that the statement is true for free abelian groups of rank <n — 1.

Assume that the rank of A is n. Let a1, as,...,a, be a basis of A.

We can consider the homomorphism ¢ : mia; + moas + -+ + mpa, — my,
of A into Z. Let A’ be the kernel of ¢. Then, A’ is free abelian group with basis
ai,as,...,a,_1. Moreover, B’ = BN A’ is a free abelian group of rank < n — 1 by
the induction assumption.

Now, either B is a subset of A’ or not. In the first case, B = B’ and B is a free
abelian group of rank < n — 1. In the second case, ¢(B) is a nontrivial subgroup
of Z. As we remarked above, this implies that ¢(B) is isomorphic to Z. Therefore,
by 1.7.2, B= B’ ® C, where C is a subgroup isomorphic to Z. It follows that B is
a free abelian group of rank < n. O

1.7.4. LEMMA. Let A be a finitely generated abelian group and B its subgroup.
Then B is also finitely generated.

PROOF. Since A is finitely generated, there exist a free finitely generated
abelian group F and surjective group homomorphism ¢ : FF — A. Let B’ =
¢ Y(B). Then B’ is a subgroup of F, and by 1.7.3, it is finitely generated. Let
b1,b2,...,b, be a family of generators of B'. Then ¢(b1), ¢(b2), ..., ¢(by) generate
B. O

Let A be an abelian group. Let a,b € A be two cyclic elements in A, i.e.,
pa = gb = 0 for sufficiently large p,q € N. Then pg(a + b) = 0 and a + b is also
cyclic. This implies that all cyclic elements in A form a subgroup. This subgroup
is called the torsion subgroup of A. We say that A is torsion-free if the torsion
subgroup of A is trivial.

1.7.5. LEMMA. Let A be a finitely generated abelian group. Then its torsion
subgroup T' is finite.

PRrROOF. By 1.7.4, T is finitely generated. Let t1,to,...,t, be a family of gen-
erators of T'. Since t1,ts,...,t, are cyclic, there exists p € N such that pt; = 0
for all 1 < ¢ < n. This implies that any element ¢ € T is of the form ¢t =
mity + maty + -+ + myt, with m; € Z; and 0 < m; < p. Therefore, T is fi-
nite. (]

1.7.6. LEMMA. Let A be a torsion-free finitely generated abelian group. Then
A is free.

PROOF. Assume that A # {0}. Let S be a finite set of generators of A. Then,
it contains a nonzero element a. Hence, since A is torsion-free, ma = 0 implies
m = 0.
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Let a1, as9,...,a, be a maximal subset of S such that
miai1 + meoas + -+ mpa, =0

implies that m;y = me = --- = m,, = 0. Let B be the subgroup generated by
ai,as,...,a,. Then B is a free finitely generated subgroup of A.

Let a € S different from a1, as, ..., a,. By the maximality, there exist integers
m,my,Ma, ..., My, not all equal to zero, such that

ma + miai + moas + - - - + mpa, = 0.

Again, by maximality, it follows that m # 0. Therefore, a multiple ma of a is in B.
Since S is finite, there exists m such that ma € B for any a € S. This implies that
mA C B. Since A is torsion free the endomorphism a —— ma of A is injective.
Therefore, A is isomorphic to a subgroup mA of B. On the other hand, mA is a
free finitely generated abelian group by 1.7.3. This implies that A is free. O

1.7.7. THEOREM. Let A be a finitely generated abelian group and T its torsion
subgroup. Then there exists a subgroup B of A such that

(i) B is a free finitely generated abelian group;
(i) A=Ta B.

PROOF. Let a be an element of A/T represented by a € A. Assume that
ma = 0 for some m € N. Then ma € T, and ma is cyclic. This in turn implies that
a is cyclic, i.e., a € T. It follows that @ = 0. Therefore, A/T is torsion-free. By
1.7.6, A/T is a free finitely generated abelian group. The statement follows from
1.7.2. O

1.8. Compact semisimple Lie groups. A Lie algebra g is called simple, if
it is not abelian and it doesn’t contain any nontrivial ideals.

Clearly, all one-dimensional Lie algebras are abelian. The only nonabelian
two-dimensional Lie algebra has an one-dimensional ideal. Therefore, there are no
simple Lie algebras of dimension < 2.

On the other hand, assume that G = SU(2). Then G is a connected, compact
three-dimensional Lie group. Its Lie algebra L(G) is the Lie algebra of all 2 x 2-
skewadjoint matrices of trace zero, i.e., the Lie algebra of all matrices of the form

( ia b+ ic

—btic —ia ) with a,b,c € R.

Therefore, L(G) is spanned by matrices

0 1 0 4 i 0
X = (_1 0), y = < 0> and Z = <0 _¢> |
By a short computation we find that

[X,Y]=2Z, [Y,Z] =2X, [Z, X]=2Y.

Assume that a is a nonzero ideal in L(G). Let aX 4+ bY + ¢Z € a. Since the above
commutation relations are invariant under cyclic permutation of XY, Z, we can
assume that a # 0. Then

ad(Y)(aX +bY +c¢Z) = —2aZ + 2cX € a,

and finally
ad(X)(aZ — cX) = —2aY € a.
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Therefore, Y € a. From the commutation relations, we see that this immediately
implies that X and Z are in a, and a = L(G). Therefore, L(G) is a simple Lie
algebra.

A Lie algebra is called semisimple if it doesn’t contain any nonzero abelian
ideals. Clearly, a simple Lie algebra is semisimple.

Also, the center of a semisimple Lie algebra is always trivial.

A Lie group is called semisimple (resp. simple) if its Lie algebra is semisimple
(resp. simple).

Consider now an arbitrary connected compact Lie group G. Let Z be the center
of G. Since Z is compact and abelian, its identity component Zj is a torus in G.
By 1.6.9, we have

L(G)=[L(G),L(G)]|® L(Z).

1.8.1. LEMMA. The ideal [L(G), L(G)] in L(G) is a semisimple Lie algebra.

PROOF. Let a be an abelian ideal in [L(G), L(G)]. Then, by 1.6.8, al is an
ideal in L(G) and L(G) is the product of a and a*. This implies that a is in the
center L(Z) of L(G). By 1.6.9, it follows that that a = {0}. Therefore, [L(G), L(G)]
is semisimple. (I

Let H = G/Zy. Then H is a connected compact Lie group. Let p: G — H be
the natural projection. Then, ker L(p) = L(Z), by 2.2.2.9. Therefore, L(p) induces
a Lie algebra isomorphism of [L(G), L(G)] onto L(H). By 1.8.1, this implies that
the center of L(H) is trivial. Hence, by 2.2.2.17, it follows that the center of H is
discrete. Since H is compact, the center of H is finite.

Let K be the integral subgroup of G corresponding to [L(G), L(G)]. Then we
have the natural Lie group morphism p : K — H. As we remarked above, the
differential of this morphism L(p) is an isomorphism of L(K) = [L(G), L(G)] onto
L(H). Hence, by 2.2.2.11, this map is a covering projection.

1.8.2. LEMMA. The integral subgroup K is a semisimple Lie subgroup of G.

PrROOF. We remarked that K is a covering group of H. Moreover, H is a
connected compact Lie group with finite center. Therefore, by 1.6.10, the universal
covering group H must be compact. This implies that K is a compact Lie group.
Therefore, it must be closed in G. O

Consider the connected compact Lie group K x Zy and the differentiable map
p: K xZy— G given by ¢o(k,z) = kz for k € K and z € Z;. Clearly, ¢ is a Lie
group homomorphism and L(y) is an isomorphism of Lie algebras. Therefore, by
2.2.2.11, ¢ is a covering projection. The kernel of ¢ is a finite central subgroup of
K x Zy. More precisely, we have

kerp = {(k,z) € Ko x Zo | kz =1} ={(c,c ) € K x Zy | c € KN Zy}.
Therefore we established the following result.

1.8.3. PROPOSITION. Let G be connected compact Lie group. Let C = K N Zy
and D = {(c,c™!) € K x Zy | c € C}. Then ¢ induces an isomorphism of the Lie
group (K x Zy)/D with G.

Therefore, any connected compact Lie group is a quotient by a finite central
subgroup of a product of a connected compact semisimple Lie group with a torus.

This reduces the classification of connected compact Lie groups to the classifi-
cation of connected compact semisimple Lie groups.



98 3. COMPACT LIE GROUPS

1.8.4. EXAMPLE. Let G = U(2). Then L(G) is the Lie algebra of all 2 x 2
skewadjoint matrices. The center of L(G) consists of pure imaginary multiples of
the identity matrix. Moreover, [L(G), L(G)] is contained in the Lie subalgebra €
of 2 x 2 skewadjoint matrices of trace zero. Since the latter is the Lie algebra of
the connected simple Lie subgroup SU(2), we conclude that ¢ = [L(G), L(G)]. The
center Z of G consists of matrices which are multiples of the identity matrix by a

complex number «, || = 1. Therefore, the center of G is connected. In addition,
we have SU(2) N Z = {+1I}. Hence, G = (SU(2) x Z)/{*I}.

Moreover, we have the following result.

1.8.5. COROLLARY. Let G be a connected compact Lie group. Then its universal
covering group is a product of a simply connected, connected compact semisimple
Lie group with RP for some p € Z.

PROOF. As we have seen it the proof of 1.8.2 the universal covering group K
of K is a simply connected, connected compact semisimple Lie group. On the other
hand, the universal cover of Z; is R? for p = dim Zy. Therefore, by 1.8.3, K x RP
is isomorphic to the universal covering group of G. O

Another byproduct of the above discussion is the following variation of 1.6.10.

1.8.6. THEOREM. Let G be a connected compact semisimple Lie group. Then
its universal covering group G is compact.

This reduces the classification of connected compact semisimple Lie groups to
the classification of simply connected, connected compact semisimple Lie groups.

In addition, we see that, for a connected semisimple Lie group G, its com-
pactness depends only on the Lie algebra L(G). To find an algebraic criterion for
compactness, we need some preparation.

1.8.7. PROPOSITION. Let G be a compact Lie group. Lett be a semisimple Lie
subalgebra of L(G). Then the integral subgroup H attached to b is a compact Lie
subgroup.

ProOOF. Clearly, we can assume that G is connected. Assume first that b is an
ideal in L(G). By 1.1.1, the Lie algebra L(G) admits an G-invariant inner product.
By 1.6.8, the Lie algebra L(G) is a direct product of the ideal j and its orthogonal
complement ideal ht.

Assume, in addition that G is also semisimple. In this case, by 1.8.6 the
universal covering group G of G is also compact. Let H be the universal covering
group of H. Also, let K be integral subgroup corresponding to b and K its
universal covering group. Then HxKisa simply connected, connected Lie group
with Lie algebra h x b+ = L(G). Hence, by 2.2.4.2, it follows that H x K is
isomorphic to G. Since G is compact, it follows that H is also compact. This in
turn implies that H is a compact subset of G and therefore closed in G. By 2.2.11.1,
it follows that H is a Lie subgroup of G. This proves the assertion in this case.

Now we drop the assumption that G is semisimple. Let ( be an element of the
center 3 of L(G). Then ¢ = ¢’ 4 ¢” where ¢/ € h and ¢" € h*. Let £ € h. Then we
have

[57 <I] = [57 C - C”] = [57 d - [57 C”] =0.
It follows that ¢’ is in the center of h. Since § is semisimple, ¢’ = 0. It follows
that ¢ € h*. Therefore, we have 3 C h-. By 1.6.9, this implies that h C 3+ =
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[L(G),L(GQ)]. Let M be the integral subgroup of G corresponding to the ideal
[L(G),L(G@)]. By 1.8.2, M is a compact Lie subgroup of G. By 1.8.1, it is also
semisimple. By 2.2.7.6, since L(H) = C L(M), we see that H C M and we are in
the situation above. Therefore, H is a compact Lie subgroup of M, and therefore
a compact Lie subgroup of G.

Now we drop the assumption that b is an ideal. Let H be the closure of H. Then
H is a connected compact subgroup of G. By Cartan’s theorem, 2.2.11.1, it is a Lie
subgroup of G. Since H C H, we see that h C L(H). Clearly, Ad(h)(h) = b for any
h € H. Therefore, by continuity, Ad(h)(h) = b for any h € H. By differentiation,
we see that ad(£)(h) C b for all £ € L(H), i.e., b is an ideal in L(H). This reduces
the situation to the second case. It follows that H is a compact Lie subgroup of H.
Therefore, it is also a compact subset of G. Hence, it is closed in G and equal to
H. O

Let g be a finite-dimensional Lie algebra over a filed k of characteristic 0. Define
the bilinear form B : g x g — k by

B(&,n) = tr(ad(§) ad(n))

for all £, € g. This form is called the Killing form of g.
Let A be an automorphism of g. Then for £,n € g we have

ad(A€)(n) = [A,n] = A[§, A7) = (Aad(§) A7) (n),
ie.,
ad(A¢) = Aad()A™?
for all £ € g. Therefore,

B(Ag, An) = tr(ad(A¢) ad(An)) = tr(Aad(§) A~ Aad(n)A™)
= tr(Aad(§) ad(n)A™") = tr(ad(€) ad(n)) = B(€,n),

for any &, € g.
Let Aut(g) denote the automorphism group of g.

1.8.8. LEMMA. The Killing form on g is Aut(g)-invariant.

Let G be a Lie group. Then Ad : G — GL(L(G)) is a homomorphism of G
into Aut(L(G)). Therefore, the Killing form on L(G) is Ad(G)-invariant.

The following result gives a criterion for compactness of a connected semisimple
Lie group in terms of its Lie algebra.

1.8.9. THEOREM. Let G be a connected Lie group. Then the following conditions
are equivalent:
(i) G is compact and semisimple;
(i) the Killing form on L(Q) is negative definite.

PROOF. (i)=-(ii) Assume that G is compact and semisimple. Then, by 1.1.1,
there exists an Ad(G)-invariant inner product on L(G). With respect to this inner
product, Ad is a homomorphism of G into O(L(G)). Therefore ad is a Lie algebra
homomorphism of L(G) into the Lie algebra of antisymmetric linear transformations
on L(G). Let £ € L(G). Then B(&,€) = tr(ad(£)?) is the sum of squares of all
(complex) eigenvalues of ad(&). Since ad(§) is antisymmetric, all its eigenvalues are
pure imaginary. Hence their squares are negative. This implies that B(£,€) < 0
and B(£,€) = 0 implies that all eigenvalues of ad(§) are equal to 0. Since ad(§)
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is antisymmetric, it follows that ad({) = 0. Therefore, £ is in the center of L(G).
Since L(G) is semisimple, its center is equal to {0}, i.e., £ = 0. Therefore, B is
negative definite.

(ii)=(i) Assume that B is negative definite. Then, (¢|n) = —B(&,n) is an
Ad(G)-invariant inner product on L(G). Therefore, Ad is a Lie group morphism of
G into the compact Lie group O(L(G)). Moreover, ad is a Lie algebra morphism
of L(G) into the Lie algebra of all antisymmetric linear transformations on L(G).

Let a be an abelian ideal in L(G). As in the proof of 1.6.8 we see that L(G) =
a® at and a is in the center of L(G). Let ¢ € a. Then ad¢ = 0 since ¢ is in the
center of L(G). It follows that B((,{) = 0. Since B is negative definite, we see
that ¢ = 0. Therefore, we see that a = {0}. Hence, G is semisimple.

By 2.2.2.17, the center Z of G is equal ker Ad and its Lie algebra is equal to {0}.
Hence Z is a discrete subgroup of G. Therefore, Ad induces an injective immersion
of G/Z into O(L(QG)). Hence, the image Ad(G) is an integral subgroup of O(L(G))
isomorphic to G/Z. Tts Lie algebra is isomorphic to L(G), hence it is semisimple.
By 1.8.7, Ad(G) is a compact Lie subgroup of O(L(G)). Hence, G is a covering
group of a connected compact semisimple Lie group. By 1.8.6, G is a compact Lie
group. O

Let G be a connected compact semisimple Lie group. Then, by 1.8.9, (£,7) —
—B(&,n) is an Ad(G)-invariant inner product on L(G). Let a be an ideal in L(G).
Then, by 1.6.8, a* is a complementary ideal in L(G), i.e., L(G) = a ® a™.

Assume that b is another ideal in L(G) such that anb = {0}. Let £ € a and
1 € b. Then, ad(n)(L(G)) C b and

(ad(§) ad(n))(L(G)) = ad(§)(ad(n)(L(G)) C ad(£)(b) C anb = {0}

Therefore, ad(§)ad(n) = 0 and B(§,n) = tr(ad(§)ad(n)) = 0. It follows that
bCat.

In particular, if b is a direct complement of a, we must have b = a’. Therefore,
the complementary ideal is unique.

The set of all ideals in L(G) is ordered by inclusion. Let m be a minimal ideal
in L(G). Since L(G) is semisimple, this ideal is not abelian.

Clearly, L(G) = m @m™. Let a C m be an ideal in m. Then [a,m"] = {0} and
a is an ideal in L(G). By the minimality of m, a is either m or {0}. It follows that
m is a simple Lie algebra.

Let a be another ideal in L(G). Then a Nm is an ideal in L(G). By the
minimality of m, we have either m C a or anm = {0}. By the above discussion,
the latter implies that a C m*, i.e., a is perpendicular to m.

Let my, mg,..., m, be a family of mutually different minimal ideals in L(G).
By the above discussion m; is perpendicular to m; for ¢ # j, 1 <4,5 < p. Hence,
p has to be smaller than dim L(G). Assume that p is maximal possible. Then
a=m $me P---Hm, is an ideal in L(G). Assume that a # L(G). Then
L(G) = a®at. Let myy1 be a minimal ideal in a*. Then m,; is a minimal ideal
in L(G) different from m;, 1 < ¢ < p, contradicting the maximality of p. It follows
that L(G) = m; @ me & - - - @ my, i.e., we have the following result.

1.8.10. LEMMA. The semisimple Lie algebra L(G) is the direct product of its
minimal ideals. These ideals are simple Lie algebras.

In particular, L(G) is a product of simple Lie algebras.
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Let K1, Ko, ..., K, be the 1ntegral subgroups of G corresponding to Lie algebras
my, Mo, ..., WMy, Let Kl, Kg, .. K be their universal covering groups. Then K1 X
Ky X -+ f(p is a s1rnp1y connected Lie group with Lie algebra 1sornorphlc to
L(G) =m; &my & --- & my. Hence, Ky x Ky X -+ % Kp is 1sornorph1c to G by
2.4.2. Since G is compact by 1.8.6, the subgroups Kl, Ko, .. K are also compact.
This in turn implies that K, Ky, ..., K, are compact Lre subgroups of G. The
map ¢ : Ky x Ko x --- x K, — G given by o(k1,ks,...,kp) = kika... k, for
any k1 € Kq,ky € K»,...,k, € K, is a Lie group homomorphism. Clearly, it is a
covering projection.

Therefore, we established the following result.

1.8.11. THEOREM. Connected compact semisimple Lie group G is a quotient
by a finite central subgroup of a product K; x Ko x --- x K, of connected compact
simple Lie groups.

This reduces the study of connected compact Lie groups to the study connected
compact simple Lie groups.

1.9. Fundamental group of a connected compact semisimple Lie group.
Let G be a connected compact semisimple Lie group with Lie algebra L(G). Let G
be the universal covering group of G and p : G — G be the covering projection.
By 1.8.6, G is also compact. Hence, ker p is a finite central subgroup of G.

Then, as we remarked in 2.1.6, we have m1 (G, 1) 2 kerp. In particular, 7(G, 1)
is a finite abelian group.

Let T be a maximal torus in G and L(T) its Lie algebra. By 1.2.1, its Lie
algebra is a maximal abelian Lie subalgebra in L(G). Let T be the corresponding
integral subgroup in G. Then, by 1.2.1, T is a maximal torus in G. The map p
induces a Lie group homomorphism ¢ of T onto T which is a covering map. Clearly,
kergq C kerp.

Let Z be the center of G. By 1.4.2, Z is contained in T. In particular, kerp C
Z C T. This implies that ker ¢ = ker p.

By 2.2.9.6, we have the commutative diagram

L(T)
GV YT
T T
q

of Lie groups. Put L = kerexp, and L = ker expj. Then L and L are discrete
subgroups of L(T') of rank dim L(T).
Clearly, L C L and

kerp = kerq = L/L.

Therefore, any connected compact semisimple Lie group G with Lie algebra
L(G) determines a discrete subgroup L of L(T) which contains L.

In the proof of 1.8.9 we proved that Gy = Ad(é) is a connected compact Lie
group with Lie algebra L(G). Moreover, by 2.2.2.17, the center Z of G is equal to
the kernel of Ad : G — Gy. Let Ty be the maximal torus in Go corresponding to
L(T). Then the above construction attaches to Gy a discrete subgroup Lo of L(T')
containing L.
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In addition, we see that the following result holds.
1.9.1. LEMMA. The center Z ofé is isomorphic to Lo/f/.
From the above discussion we see the following result.

1.9.2. THEOREM. The map G —— L defines a surjection from all connected
compact semisimple Lie groups with Lie algebra L(G) onto all discrete subgroups L
in L(T) such that Ly > L O L.

The center of G is isomorphic to Lo/L. The fundamental group m (G, 1) is
isomorphic to L/L.

1.9.3. ExaMPLE. Let G = SU(2). Then G is a connected compact simple Lie

group. The subgroup ‘
T = e’ 0 p €R
0 e ’

is a maximal torus in G. As we remarked in 2.1.8, the group G is simply connected
and it is a two-fold covering of the group SO(3). The covering projection induces
a Lie group morphism
e 0 1 0 .0
0 e—iv) 0 cos(2p) —sin(2¢p)
0 sin(2¢) cos(2¢)
of the torus T onto a torus Ty in SO(3). Since the center of SO(3) is trivial, SO(3)
is isomorphic to the adjoint group Ad(G). If we identify L(T') with R and the

exponential map with
et 0
eXpr 1 @ 0 efiap

the discrete subgroup L corresponds to 277 and Lo to nZ.



CHAPTER 4

Basic Lie algebra theory

All Lie algebras in this chapter are finite dimensional Lie algebras over a field
k of characteristic 0. All representations of Lie algebras are finite dimensional.

1. Solvable, nilpotent and semisimple Lie algebras

1.1. Derivations and characteristic ideals. Let g be a Lie algebra over a
field k. A derivation D of g is a linear map on g such that

Dlz,y] = [Dx,y] + [z, Dy]
for all =,y € g.
1.1.1. LEMMA. All derivations of g for a Lie subalgebra Der(g) of L(g).

PROOF. Clearly, the set of all derivations of g is a linear subspace of L(V'). Let
D, D’ be two derivations of g. Then we have

(DD")[z,y] = D([D'z, y]+ [z, D'y]) = [DD'w,y] + D'z, Dy] + [Dz, D'y] + [z, DD"y]
and
[D, D')([z,y]) = (DD'=D'D)[z,y] = [DD'z, y|+[D"z, Dy]+[Dax, D'y]+[z, DD"y]
— [D'Dz,y] — [Dz, D'y] - [D'z, Dy] — [z, D'Dy] = [[D, D]z, y] + [z, [D, D']y]

for all z,y € g. Therefore, [D, D] is a derivation of g. It follows that Der(g) is a
Lie subalgebra of L(g). O

If x € g, we have

ad:v([y, Z]) = [.’II, [y7 Z]] = _[y7 [Zu ,’E]] - [Zu [Ji,y]] = [adx(y)u Z] + [y7 ad;v(z)]
for all y,z € g. Therefore, adx is a derivation of g. The derivations adz, = € g,
are called the inner derivations of g.

Therefore, ad : g — L(g) is a Lie algebra homomorphism into Der(g).
Let D be a derivation of g and = € g. Then

ad(Dx)(y) = [Dx,y] = Dlz,y] — [z, Dy] = [D, ad z](y)
for any y € g.
1.1.2. LEMMA. Let D be a derivation of g and x € g. Then
ad(Dz) = [D,ad z].
The image of ad is the space of all inner derivations in Der(g).

1.1.3. LEMMA. The linear space imad of all inner derivations is an ideal in

Der(g).
Proor. This follows immediately from 1.1.2. O

103
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If b is an ideal in g, b is an invariant subspace for ad z for any z € g.
A linear subspace § in g is a characteristic ideal if D(h) C b for all D € Der(g).
Clearly, a characteristic ideal in g is an ideal in g.
Let a and b be two characteristic ideals in g. Then [a, b] is a characteristic ideal
in g.
Let B be the Killing form on g, i.e.,
B(z,y) = tr(ad(z) ad(y)) for z,y € g.
1.1.4. LEMMA. Let D € Der(g). Then
B(Dz,y) + B(z,Dy) =0
for any x,y € g.
Proor. By 1.1.2, we have
B(Dz,y) + B(z, Dy) = tr(ad(Dz) ad(y)) + tr(ad(x) ad(Dy))
= tr([D, ad(z)] ad(y)) + tr(ad(z)[D, ad(y)])
= tr(D ad(z) ad(y))—tr(ad(z)D ad(y))+tr(ad(z) D ad(y))—tr(ad(z) ad(y) D) = 0.
O
Let b be a linear subspace in g. We denote by h the linear space
bt ={z €g|B(z,y) =0 for all y € h}.

1.1.5. LEMMA. (i) Let b be an ideal in g. Then bt is an ideal in g.
(i) Let b be a characteristic ideal in g. Then b is a characteristic ideal in g.

PrOOF. (i) Let # € h*. Then
B(ad(y)xa Z) = _B(Ia ad(y)z) =0

for any y € g and z € b.
(ii) Let € h1. Then

B(Dz,y) = —B(z,Dy) =0
for any y € h and D € Der(g). O
1.2. Solvable Lie algebras. Let g be a Lie algebra. We put
Dg = [g, 9]
This is the derived ideal of g. We put
Dg =g, D'g=Dg, DPg=[D’"'g, D’ g] for p > 2.
These are characteristic ideals in g. The decreasing sequence
g2Dg2D?gD---DDPgD...

is called the derived series of ideals in g.
Since g is finite dimensional, the derived series has to stabilize, i.e., DPg =
Drtlg = ... for sufficiently large p.
We say that the Lie algebra g is solvable if DPg = {0} for some p € N.
Clearly, an abelian Lie algebra is solvable.

1.2.1. LEMMA. (i) Let g be a solvable Lie algebra and b C g a Lie subal-
gebra. Then b is solvable.
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(ii) Let g be a solvable Lie algebra and b C g an ideal in g. Then g/b is
solvable.

(iii) Let g be a Lie algebra and b an ideal in g. If b and g/h are solvable, g is
a solvable Lie algebra.

PROOF. (i) We have
Dh = [h,b] C [g. 9] = Dg.
Moreover, by induction in p, we get
DPh = [DP~'h, DP~'p] C [DP g, DV g] = DPg

for all p € N. Therefore, if g is solvable, DPg = {0} for some p € N. This in turn
implies that DPh = {0}, i.e., b is a solvable Lie algebra.

(ii) Let m : ¢ — g/b be the natural projection. Then D(g/h) = n(Dg). By
induction in p, we see that

DP(g/b) = [DP~*(g/h), D"~ (g/b)] = =([D*~'g, D"~ 'g]) = n(Dg)
for any p € N. If g is solvable, DPg = {0} for some p € N. This in turn implies that
DP(g/h) = {0}, i.e., g/bh is a solvable Lie algebra.
(ili) Since g/b is solvable, DP(g/h) = {0} for some p € N. Therefore, DPg C b.
Since b is solvable, D7h = {0} for some ¢ € N. Therefore,

Drtig = D(D'g) € D = {0},
and g is solvable. O

1.2.2. EXAMPLE. Let g be the two-dimensional nonabelian Lie algebra discussed
in 2.2.1. Then g is spanned by e; and ey and Dg is spanned by e;. This implies
that D?g = {0}, i.e., g is a solvable Lie algebra.

Let a and b be two solvable ideals in the Lie algebra g. Then a + b is an ideal
in g. Moreover, by 1.2.1, anb is solvable. On the other hand, (a+b)/b = a/(anb).
Therefore, by 1.2.1, a + b is a solvable ideal.

Let S be the family of all solvable ideals in g. Since g is finite dimensional,
there exist maximal elements in S. Let a and b be two maximal solvable ideals
in g. Then a+ b is a solvable ideal containing a and b. Therefore, we must have
a=a+b=0b. It follows that S contains the unique maximal element. This is the
largest solvable ideal in g.

The largest solvable ideal of g is called the radical of g.

1.3. Semisimple Lie algebras. A Lie algebra g is semisimple if its radical
is equal to {0}.
The next result shows that this definition is equivalent to the definition in 3.1.8.

1.3.1. LEMMA. A Lie algebra is semisimple if and only if it has no nonzero
abelian ideals.

PrROOF. If g contains a nonzero abelian ideal a, the radical v of g contains a.
Therefore, g is not semisimple.

Let x € g. Then adx induces a derivation of r. Since DPr, p € N, are char-
acteristic ideals in t, we see that adz(DPr) C DPr for any p € N. Therefore, all
DPr are ideals in g. Let ¢ € Z be such that DIt # {0} and D't = {0}. Then,
a = D% is a nonzero abelian ideal in g. O
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In particular, the center of a semisimple Lie algebra is {0}. Since the center of
g is the kernel of ad we see that the following result holds.

1.3.2. LEMMA. Let g be a semisimple Lie algebra. Then kerad = {0}.

1.3.3. PROPOSITION. Let g be a Lie algebra and v its radical. Then g/t is
semisimple.

PROOF. Let m : g — g/t be the natural projection. Assume that s is a
solvable ideal in g/t, and put 7=1(s) = ¢’. Then, s’ is an ideal in g containing t. In
addition, s’ /v = s, and by 1.2.1, ¢’ is solvable. This in turn implies that s’ = v and
s = {0}, i.e., the only solvable ideal in g/t is {0}. Therefore, g/t is semisimple. O

1.4. Nilpotent Lie algebras. Let g be a Lie algebra. Define Cg = Dg, and
C’g=g, Clg=Cg, CPg=[g,C" g forp >2.
Moreover,
g2Cg2C’g2--2Cg2...

is a decreasing sequence of characteristic ideals which is called the descending central
series.

Since g is finite dimensional, the descending central series has to stabilize, i.e.,
CPg = CPtlg = ... for sufficiently large p.

Clearly, since Cg = Dg, by induction we have

CPg=[g.C""'g] 2 [D""'g, D" 'g] = D'y

for all p € N.

A Lie algebra g is nilpotent if CPg = {0} for some p € N.

Clearly, abelian Lie algebras are nilpotent. Also, nilpotent Lie algebras are
solvable.

On the other hand, the two-dimensional solvable Lie algebra we considered in
1.2.2 is not nilpotent. As we remarked, Cg = Dg is spanned by the vector e;. This
in turn implies that C?g = [g,Cg] = Cg and inductively CPg = Cg for all p € N.

1.4.1. LEMMA. (i) Let g be a nilpotent Lie algebra and b C g a Lie sub-
algebra. Then b is nilpotent.

(ii) Let g be a nilpotent Lie algebra and § C g an ideal in g. Then g/bh is
nilpotent.

PROOF. (i) We have Ch C Cg. Moreover, by induction in p, we get
CPh = [h,CP'h] C [9,CP '] = CPg
for all p € N. Therefore, if g is nilpotent, CPg = {0} for some p € N. This in turn
implies that CPh = {0}, i.e., b is a nilpotent Lie algebra.
(ii) Let m : ¢ — g/h be the natural projection. Then C(g/h) = w(Cg). By
induction in p, we see that

C*(g/b) = la/b.C"}(a/h)] = 7([g.C*'g]) = 7(C"g)
for any p € N. If g is nilpotent, CPg = {0} for some p € N. This in turn implies
that CP(g/h) = {0}, i.e., g/h is a nilpotent Lie algebra. O

On the other hand, the extensions of nilpotent Lie algebras do not have to be
nilpotent. For example, the nonabelian two-dimensional solvable Lie algebra g has
a one-dimensional abelian ideal Dg and the quotient g/Dg is a one-dimensional
abelian Lie algebra.
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1.5. Engel’s theorem. Let V be a finite-dimensional linear space and L(V)
the Lie algebra of all linear transformations on V.

1.5.1. LEMMA. Let T € L(V). Then
P

po _ Vi [P p—i i

(ad T)PS iE:O( 1) (z)T ST

foranypeZy.

PROOF. We prove this statement by induction in p. It is obvious for p = 0.
Therefore, we have

P
(ad T)PH S = T(ad T)PS—(ad T)?ST =Y (—1)’ (?) (TP~HST! — TP ST

7

=0
p p+1
=> (-1 (ZZ’) TPTHLST 43 (=1) <Z ’ 1> TP ST
=0 i=1
1 1
_ e (_1)1 p + p Tp—i-‘rlSTi _ Zi p + 1 TP+1—iSTi
i i—1 i '

i=0 =0

O

1.5.2. COROLLARY. Let T is a nilpotent linear transformation on V. Then adT
is a nilpotent linear transformation on L(V).

PROOF. We have T? = 0 for some p € Z,. By 1.5.1, it follows that (ad T)?? =
0, and ad T is nilpotent. (I

1.5.3. THEOREM (Engel). Let V' be a finite dimensional linear space and g a
Lie subalgebra of L(V) consisting of nilpotent linear transformations. Then there
exists a vector v € V, v # 0, such that Tv =0 for all T € g.

PROOF. We prove the theorem by induction in dimension of g. The statement
is obvious if dimg = 1.

Now we want to show that g contains an ideal a of codimension 1. Let § be
an arbitrary Lie subalgebra of g such that dimbh < dimg. Let T € h. Then T is
a nilpotent linear transformation, and by 1.5.2, ad T is a nilpotent linear transfor-
mation on £(V'). Since g and b invariant subspaces for ad T', it induces a nilpotent
linear transformation o(7T) on g/h. Clearly, o : h — L(g/h) is a representation of
bh. By the induction assumption, there exists a linear transformation R € g, R ¢ b,
such that o(T)(R+§) =0, ie., [T,R] =adT(R) € b for all T € h. Let i’ be the
linear span of R and h. Then §’ is a Lie subalgebra of g, dimf’ = dimb + 1, and
b is an ideal in b’ of codimension 1. By induction in dimension of §, starting with
h = {0}, we show that g contains an ideal a of codimension 1.

Let T € g, T ¢ a. By the induction assumption, there exists w € V, w # 0,
such that Sw = 0 for any S € a. Consider the linear subspace U = {u € V' | Su =
0 for all S € a}. Clearly, U is nonzero. If u € U, we have

S(Tu) = STu—TSu=[S,Tju=0,
for all S € a, since [S,T] € a. Therefore, Tu € U. It follows that U is invariant for

T. Since T is nilpotent, there exists v € U, v # 0, such that Tv = 0. Hence, v is
annihilated by all elements of g. O
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The following result characterizes nilpotent Lie algebras in terms of their adjoint
representations.

1.5.4. PROPOSITION. Let g be a Lie algebra. Then the following conditions are
equivalent:
(i) g is nilpotent;
(ii) all adx, x € g, are nilpotent.

PROOF. (i)=-(ii) Assume that g is nilpotent. Let CPg = {0}. By induction, we
can find a basis of g by completing the basis of C*g to a basis of C*~1g for all s < p.
In this basis, all adz, = € g, are upper triangular matrices with zeros on diagonal.

(il)=-(i) If all ad  are nilpotent, by 1.5.3, there exists y € g, y # 0, such that
[z,y] = ad(z)y = 0 for all z € g. Therefore, the center 3 of g is different from {0}.

We proceed by induction in dimension of g. If g is abelian, the statement is
obvious. Assume that g is not abelian, and consider g/3. Clearly, dim(g/3) <
dim g. Moreover, for any = € g/3, adz is nilpotent. Therefore, by the induction
assumption, g/3 is nilpotent. This implies that C?(g/3) = {0} for some p € N. Tt
follows that CPg C 3. Hence, CP*'g = {0}, and g is nilpotent. O

The next result implies that all Lie algebras which satisfy the conditions of
1.5.3 are nilpotent.

1.5.5. COROLLARY. Let V be a finite-dimensional linear space. Let g be a
Lie subalgebra of L(V) consisting of nilpotent linear transformations. Then g is
nilpotent.

PrOOF. Let T € g. Then, by 1.5.2, adT is nilpotent linear transformation
on L(V). Therefore, it is a nilpotent linear transformation on g. By 1.5.4, g is
nilpotent. O

1.5.6. EXAMPLE. Let M, (k) be the Lie algebra of n x n matrices with entries
in k. Let n(n, k) be the Lie subalgebra of all upper triangular matrices in M, (k)
with zeros on the diagonal. Then n(n, k) is a nilpotent Lie algebra.

Let g be a nilpotent Lie algebra. In the proof of 1.5.4, we proved that there
exists a basis of g such that the matrices of adz, x € g, in this basis are upper
triangular and nilpotent. Therefore, for any x,y € g, the matrix of ad(z) ad(y) is
upper triangular and nilpotent. In particular B(z,y) = tr(ad(z)ad(y)) = 0. This
proves the following result.

1.5.7. LEMMA. Let g be a nilpotent Lie algebra. Then its Killing form B is
trivial.

1.6. Lie’s theorem. In this section we prove some basic properties of solvable
Lie algebras over an algebraically closed field k.

1.6.1. LEMMA. Let g be a Lie algebra over an algebraically closed field k and ¢
its radical. Let m be an irreducible representation of g on a linear space V over k.
Then there exists a linear form X on v such that w(z) = MNx)1ly for all x € t.

PROOF. Let a = m(g) and p = 7(r). Then a is a Lie subalgebra of £(V') and p
is a solvable ideal in a.
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Fix p € Zy such that b = DPp # 0, DPT1p = {0}. Clearly, b is an abelian char-
acteristic ideal in p. Therefore, it is an ideal in a. Since the field & is algebraically
closed, T' € b have a common eigenvector v € V| v # 0. Therefore,

Tv=XMT)v for all T € b.

Clearly, A is a linear form on b.
Let S € a. Since b is an ideal in a, we have [S,T] € b for all T' € b. We claim
that A([S,T]) = 0.
Let V,, be the subspace of V' spanned by v, Sv,...,S"v. Clearly, we have
Wwewvc---CV,C...

and this increasing sequence stabilizes since V is finite dimensional. Assume that
Vin-1 # Vin = Ving1 = ... Then V,,, is invariant for S. Moreover, v, Sv, ..., S™v
form a basis of of V,,,, and dim V,,, = m + 1.
We claim that
TS" — NT)S™ € V,,—1
for all T € b and n € Z,. This is obvious for n = 0. We prove the statement by
induction in n. Since

TS" My — NT)S" v = [T, S]S™v + ST S™v — A(T)S" v
=[T,S5]S™v + S(TS™ — N(T)S"v),
and [T, S] € b, by the induction assumption we have
[T, 515" — A\([T, S])S™v € V,,—1 and T'S™v — A\(T)S™v € V,,_1.
Therefore,
TSy — NT)S" v e \([T, S))S™ v + Vi1 + S(Vy_1) C V.

This proves the above statement.

It follows that V,, is invariant for T" € b. Moreover, in the basis v, Sv,...,S™v
of Vp,, T € b act by upper triangular matrices with A\(T") on the diagonal. Therefore,
we have

tr (T|v,,) = (m + 1)A(T)
for any T € b. In particular, this holds for [T, .S]. Therefore,
(m+ DT, 5]) = tr ([T, S]lv,..) = tr ([T'v,, S|v;]) = 0.

Hence, we have A([T, S]) = 0 as we claimed above.
Consider now the linear subspace
W={veV|Tv=AT)v,T e b}.
Then v € W and W # {0}. For any w € W and S € a, we have
TSw=[T,SJw+ STw = X([T, S])w + MNT)Sw = \(T)Sw

for all T € b. Hence, Sw € W. Therefore, W is a-invariant. Since 7 is irreducible,
we must have W = V. It follows that T = A(T)1y for any T' € b. If p > 0, b
is spanned by commutators and the trace of any element of b must be zero. This
implies that A = 0 and b = {0}, contradicting the choice of p. Therefore, p = 0,
and b =p. O

The following result is an immediate consequence of 1.6.1.
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1.6.2. COROLLARY. Let g be a solvable Lie algebra over an algebraically closed
field k. Then any irreducible representation of g on a linear space V' over k is
one-dimensional.

1.6.3. THEOREM (Lie). Let g be a solvable Lie algebra over an algebraically
closed field k. Let m be a representation of g on a linear space V over k. Then
there exist a basis of V' such that all matrices of w(x), x € g, are upper triangular.

PROOF. We prove this statement by induction in dim V. If dimV = 1, the
statement is obvious.

Assume that dimV =n > 1. Let W be a minimal invariant subspace in V' for
w. Then the representation of g on W is irreducible. By 1.6.2, dim W = 1. Let e;
be a nonzero vector in W. Clearly, m defines a representation o of g on V/W and
dim V/W = dim V — 1. Therefore, by the induction assumption, there exist vectors
€2,...,e, in V such that e + W, ... e, + W, form a basis of V/W such that o(x)
are upper triangular in that basis, i.e, the subspaces spanned by es+W, ... e+ W,
2 < k < n, are o-invariant. This in turn implies that the subspaces spanned by
€l,..., €k, 2 < k < n, are w-invariant, i.e., the matrices of 7(z), € g, are upper
triangular. ([l

2. Lie algebras and field extensions

2.1. k-structures on linear spaces. Let k be a field of characteristic 0. Let
K be an algebraically closed field containing k.

Let U be a linear space over k. Then K ® U has a natural structure of a linear
space over K.

A k-structure on a linear space V over K is a k-linear subspace Vi, C V such
that the natural map

K@, Vi, —V

is an isomorphism. This means that Vi spans V over K and the elements of Vj
linearly independent over k are also linearly independent over K.

We say that the elements of Vj, are rational over k.

Let V be a linear space over K and V), its k-structure. Let U be a linear
subspace of V. We put U, = U NV},. We say that U is defined (or rational) over k
if Uy, is a k-structure on U. This is equivalent to Uy spanning U.

If W =V/U, we write Wy, for the projection of V}, into W. We say that W is
defined over k if Wy, is a k-structure on W.

2.1.1. LEMMA. Let U be a linear subspace of V. and W = V/U. Then the
following conditions are equivalent:

(i) U is defined over k;
(ii) W is defined over k.

PRrROOF. Consider the k-linear map Vi, — W induced by the natural projection
V — W. Then, its kernel is V, N U = Ug. Therefore, we have the short exact
sequence

0—Up —V, — W, —0.

By tensoring it with K, we get the short exact sequence

0 — K@Uy — KQk Vi — K Qi W — 0.
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This leads to the commutative diagram

0 —— KoplUp —“ Kp Vi —2 K@ Wiy — 0

| d d

o—— U 25 v B w 0

of linear spaces over K. The rows in this diagram are exact and the middle vertical
arrow is an isomorphism. From the diagram it is evident that the first vertical
arrow must be an injection and the last vertical arrow must be a surjection.
We claim that the first arrow is surjective if and only if the last one is injective.
Assume first that « is an isomorphism. Let w € kersy. Then, w = b(v) for
some v € K ®; Vi and

B(B(v)) = 7(b(v)) = v(w) = 0.

Therefore, 8(v) € ker B. It follows that 8(v) = A(u) for some u € U. Since « is an
isomorphism, u = «(u') for some v’ € K ®; U. Hence, we have

Bv) = A(u) = A(a(u')) = Bla(u)).
Since B is an isomorphism, this implies that v = a(u'). Hence, w = b(v) =
b(a(u’)) = 0. Tt follows that v is injective.
Consider now that +y is an isomorphism. Let u € U. Then A(u) = B(v) for
some v € K ®p Vi. It follows that

7(b(v)) = B(B(v)) = B(A(u)) =0.
By our assumption, this implies that b(v) = 0, and v = a(u’) for some v’ € K ®y,Uy.
Hence, we have

A(u) = B(v) = Bla(u’)) = Ala(u')).

Since A is injective, it follows that u = a(u’), i.e., « is surjective. O

Let Auty(K) be the group of all k-linear automorphisms of K. Let o €
Auti(K). Then the k-linear map o : K — K defines a k-bilinear map K x V;, —
V by (A, v) — o(A)v. This map defines a k-linear map of K ®j, V;, into V' by

oy (A®v) =a(A)v.

Since Vi is a k-structure of V, we can view oy as a k-linear automorphism of
V. Therefore, we get a homomorphism of Auty(K) into the group of all k-linear
automorphisms of V. We say that this action of Aut(K) corresponds to the k-
structure Vj.

2.1.2. LEMMA. The k-structure Vi, of V is the fixed point set of the action of
Auty(K) on V.

PROOF. Let v € V. Then v = ) . A\jv; for some finite independent set of
vectors vi,v2,...,0, in Vi and A; € K. Therefore, oy (v) = Y. o(\;)v; for any
o € Autg(K). Tt follows that v is fixed by oy if and only if A; are fixed by o. By
Galois theory, A € K is fixed by all o € Auty(K) if and only if A € k. Therefore, v

is fixed by Auty(K) if and only if v € V. O

Let v,w € V and A\, u € K. We can represent v and w as

v = E a;v; and w = E Bjw;
i J
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where oy, 8; € K and v;, w; € Vi. Therefore, we have
oy (A4 pw) =0y | A Z ;v + ,uz Bjw; | =ov Z Aa;v; + Z,uﬁjwj
i j i j

i J

=o(N)ov(v) + o(p)ov (w).

= Z o(ha;)v; + Z o(pBi)w; = o(N) Y olei)vi +a(u) > o(B;)w;

It follows that for any K-linear subspace U of V, oy (U) is also a K-linear
subspace of V. Therefore, Aut(K) permutes K-linear subspaces of V.

Assume that the K-linear subspace U is defined over k. Then, any u € U can be
written as u = Y. Aju; for \; € K and u; € Uy. Hence, oy (u) = Y, o(X)u; € U.
Therefore, oy (U) = U and U is invariant for the action of Auty(K).

2.1.3. LEMMA. IfU is a K-linear subspace of V' defined over k, U is stable for
the action of Auty(K).

Moreover, Auty(K) induces the action on U which corresponds to the k-
structure Ug.

Let W = V/U. Then the action of Auty(K) induces an action on W. if
p:V — W is the canonical projection,

ow (p(v)) = ow (Z /\ip(vi)> = Z o(Xi)p(vi)

%

for \; € K and v; € Vj. Therefore, the action of Auty(K) on W is corresponds to
the k-structure Wj.
Now we want to prove the converse of the above lemma.

2.1.4. PROPOSITION. Let U be a K-linear subspace of V' stable for the action
of Auty(K). Then U is defined over k.

PrROOF. Let U, = UN V. Also, put U = K @ U, C V. Then U’ is defined
over k, and U’ Cc U.

Let V = V/U’ with the induced k-structure. The image U of U in V is Auty (K)-
invariant. Let w € U N Vi. Then 4 = p(u) = p(v) for some u € U and v € V.
Hence, p(u —v) = 0, and u — v € U’. In particular, u —v € U. Hence, v € U,
and v € Ug. It follows that v € U’ and p(v) = 0. Therefore, @ = 0. It follows
that Uy, = U N Vi = {0}. To prove the claim, we have to show that U = {0}. This
immediately implies that U = U’, i.e., U is defined over k.

Therefore, we can assume from the beginning that U, = {0}.

Assume that U # {0}. Let u € U, u # 0, be such that u = ;" | A;jv; where
Ai € K and v; € Vi and n is smallest possible. Then, vy, vs,...,v, must be linearly
independent over K and all \; different from 0.

Then, multiplying by )\% we can assume that v € U has the form v = vy if
n=1or

n
U =1v] + E AiVj.
1=2
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In the first case, u € Vi, and u € U N Vi = Uy, contradicting the assumption that
Ui = {0}. Hence, we must have n > 1. For any o € Aut(K), we have

n

oy(u) = v + ZU(/\i)vi

and
n

ov(u) —u="> (o(\i) = \i)uvi.
i=2
Since oy (u) —u € U, and the sum on the right has n — 1 terms, we must have
oy(u) —u=0and o(\;) = \; for 2 < i <n.
Let A € K. By Galois theory, if o(A\) = A for all 0 € Aut,(K), A is in subfield
k. Therefore, we conclude that all A; € k. This implies that v € Vj and again
u € UNV; = {0}, contradicting our assumption. Therefore, U = {0}. O

2.2. k-structures on Lie algebras. Let k be a field of characteristic 0 and
K its algebraically closed extension. Let g be a Lie algebra over k. Then we can
define the commutator on gx = K ® g by

ARz, p®yl =M ® [z,y]

for any z,y € g and A\, u € K. One can check that gx is a Lie algebra over K.

If ¢ : g — b is a morphism of Lie algebras over k, by linearity it extends to
the morphism ¢x : gx — bx.

In this way we construct an exact functor from the category of Lie algebras
over k in to the category of Lie algebras over K. This functor is called the functor
of extension of scalars.

If V is a linear space over k and Vx = K ®; V. One checks that L(V)x =
L(Vk).

Conversely, if g is a Lie algebra over K, a k-linear subspace gy of g is a k-
structure on Lie algebra g if

(i) gk is a k-structure on the linear space g;
(ii) gk is a Lie subalgebra of g considered as a Lie algebra over k.

Let gr be a k-structure on the Lie algebra g over K. Let z,y € g. Then
=3, Ni%i, y =) ; pyy; for some z;,y; € gy and A;, pu; € K. Therefore,

og(lz,9]) = o9 | D Niwlzsys] | =D o(N)a(w)zs, y5] = [04(2), 4(y)]
1,] 2,7

for any o € Auty(K), i.e., Auty(K) acts on g by k-linear automorphisms. This
implies that the action of Autx(K) on g permutes Lie subalgebras, resp. ideals, in
the Lie algebra g.

A Lie subalgebra b of g is defined over k, if by, = hN g is a k-structure on h as
a linear space.

Since h and g are Lie subalgebras of g considered as a Lie algebra over k, by,
is a Lie algebra over k. Therefore, by is k-structure on the Lie algebra b.

Let b be an ideal in g. Then hi = h N gy is an ideal in gg.

2.2.1. LEMMA. Let g be a Lie algebra over K with k-structure gr. If a and b
are two ideals of g defined over k, the ideal [a,b] is defined over k.
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PRrROOF. Since a and b are defined over k, they are invariant under the action
of Auty(K). By 2.1.4, this in turn implies that [a, b] is defined over k. O

This immediately implies the following result.

2.2.2. COROLLARY. Let g be a Lie algebra over k, and gx the Lie algebra
obtained by extension of scalars.
(i) DPax = (DPg) for all p € Zy;
(ii) CPgr = (CPY)k for allp € Z.

Therefore, we have the following result.

2.2.3. THEOREM. Let g be a Lie algebra over k, and gx the Lie algebra obtained
by extension of scalars.

(i) g is solvable if and only if gk is solvable.
(ii) g is nilpotent if and only if g is nilpotent.

Let g be a Lie algebra over K and gy, its k-structure. As we remarked Aut(K)
permutes ideals in g. Clearly, if a is a solvable ideal, o4 (a) is also a solvable ideal.
Therefore, Auty(K) permutes solvable ideals. Since this action clearly preserves
the partial ordering given by inclusion, we conclude that the radical v of g is fixed
by the action of Auty(K). Hence, by 2.1.4, v is defined over k. This implies the
following result.

2.2.4. LEMMA. Let g be a Lie algebra over k, and gx the Lie algebra obtained
by extension of scalars. Let v be the radical of g. Then vtk is the radical of gk .

This has the following immediate consequence.

2.2.5. THEOREM. Let g be a Lie algebra over k, and gx the Lie algebra obtained
by extension of scalars. Then g is semisimple if and only if gk is semisimple.

The following observation follows immediately from the definitions.

2.2.6. LEMMA. Let g be a Lie algebra over k and gx the Lie algebra obtained
by extension of scalars. Then the Killing form By, of gk is the linear extension of
the Killing form By on g.

Also, we can prove the following characterization of solvable Lie algebras.
2.2.7. PROPOSITION. Let g be a Lie algebra. Then the following conditions are
equivalent:
(i) g is solvable;
(ii) Dg is nilpotent.

PROOF. (ii)=-(i) The Lie algebra g is an extension of g/Dg by the ideal Dg.
Clearly, g/Dg is abelian. Hence, if Dg is nilpotent, g has to be solvable by 1.2.1.

(i)=(ii) Let K be the algebraic closure of k. Then gg is solvable by 2.2.3. By
1.6.3, there exists a basis of gx such that the matrices of adz, € gx, are upper

triangular. Hence, the matrices of ad[z,y] = [ad z,ad y] are upper triangular with
zeros on the diagonal. It follows that adx, x € Dgy, are nilpotent. By 1.5.4, it
follows that Dgy is nilpotent. By 2.2.2 and 2.2.3, Dg is nilpotent. (I

2.2.8. EXAMPLE. Let M, (k) be the Lie algebra of all n x n matrices with
entries in k. Denote by s(n, k) the Lie subalgebra of all upper triangular matrices
in My (k). Then, as we remarked in 1.5.6, Ds(n, k) = n(n,k) is a nilpotent Lie
algebra. Therefore, 5(n, k) is a solvable Lie algebra.
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3. Cartan’s criterion

3.1. Jordan decomposition. Let k£ be a field of characteristic 0 and K its
algebraic closure.

3.1.1. LEMMA. Let P € k[X] be a polynomial with simple zeros in K. Then P
and P’ are relatively prime, i.e, there exist S, T € k[X] such that SP + TP’ = 1.

PROOF. By our assumption, P(X) =[[7_, (X —X\;) for \; € K,and \;, 1 <i <

n, are mutually different. Therefore, for any 1 <i <n, P(X) = (X —\;)Q(X) and
Qi) # 0. Tt follows that P'(X) = Q(X)+ (X —A)Q'(X) and P'(\) = Q(\;) # 0.

Let I be the ideal generated by P and P’ in k[X]. Assume that I # k[X].
Since k[X] is a principal ideal domain, in this case I = (R) for some polynomial
R € k[X]. Therefore, a zero of R in K must be a common zero of P and P’ which
is impossible. It follows that I = k[X]. O

3.1.2. LEMMA. Let P € k[X] be a polynomial with simple zeros in K. Let
n € N. Assume that Q € k[X] is a polynomial such that P o Q is in the ideal
in k[X] generated by P"™. Then there exists a polynomial A, € k[X] such that
Po(Q— A,Pm) is in the ideal generated by P™1.

PRrROOF. By Taylor’s formula
P(X+Y)=P(X)+ P (X)Y +Y2R(X,Y)
for some R € k[X,Y]. Therefore, for any polynomial A,, we have
Po(Q—-A,P")=PoQ— (P 0oQ)A,P"+ SP"!

where S € k[X]. By our assumption, P o Q = T P™ for some polynomial T' € k[X].
Hence, we have

Po(Q—A,P")=TP"— (P oQ)A,P"+ SP"" = (T — (P'0Q)A,)P" + SP"!.
By 3.1.1, there exists A, B € k[X] such that 1 = AP’ + BP. Therefore,
1= (A0Q)(P'0Q)+ (BoQ)(PoQ).
If we put A, =T(AoQ), we get
Po(Q—AuP") = (T — (P' o QT(A0 Q))P" + SP"*!
=T(1—(P'oQ)(AoQ))P" +SP"™ =T(BoQ)(PoQ)P" + SP"!
=T*BoQ)P* 4 SP"*!
O
By induction, from this lemma we deduce the following result.

3.1.3. LEMMA. Let P € Ek[X] be a polynomial with simple zeros in K. Let
n € Zy. Then there exist polynomials Ag = 0, Ay, ..., A, such that the polynomial

P <X - zn: Al-(X)P(X)i>
1=0

is in the ideal generated by P"T1.



116 4. BASIC LIE ALGEBRA THEORY

PrOOF. If n = 0, the statement is evident for Ag = 0.
Assume that the statement holds for n — 1. then there exist polynomials Ag =
0,A4,...,A,_1 such that

P (X - nZlAi(X)P(X)i>

is in the ideal generated by P". Put
n—1
Q=X-> A(X)P(X)".
i=0

Then the existence of A,, follows from 3.1.2. O

Let V be a linear space over a field k. Let K be the algebraic closure of k. A
linear transformation S on V is semisimple if its minimal polynomial has simple
zeros in K.

3.1.4. THEOREM. Let T be a linear transformation on a linear space V over k.
Then there exist unique linear transformations S and N on V such that
(i) S is semisimple and N is nilpotent;
(ii)) S and N commute;
(iii) T=S+N.
Also, S = P(T) and N = Q(T) where P,Q € k[X] without constant term.

PRrROOF. Let K be the algebraic closure of k. Let A\;;, 1 < ¢ < n, be the
mutually different eigenvalues of 7' in K. Since the characteristic polynomial of
T is in k[X], if X is an eigenvalue of T in K and o € Auty(K), o()) is also an
eigenvalue of T. Tt follows that {)\;,1 < ¢ < n}, is a union of Auty(K)-orbits.
Let P(X) = [[;-,(X — A;). Clearly, P is in k[X]. Then, for some p € N, the
characteristic polynomial of T divides PP and P(T)? = 0. By 3.1.3, forn =p — 1,
we know that there exist polynomials A9 =0, 41,..., Ap—1 such that

P <T - pz:Al-(T)P(TV) =0.
1=0

If we put
p—1
N =Y Ai(T)P(T)'
=0
and

p—1
S=T-> A(T)P(T),
1=0

we immediately see that S is semisimple. On the other hand, since Ag = 0, we see
that N = P(T)Q(T) for some @ € k[X]. Therefore, NP = P(T)?Q(T)? = 0 and N
is nilpotent. This proves the existence of S and N.

It remains to establish the uniqueness. Assume that S’, N’ is another pair of
linear transformations satisfying the above conditions. Since S’ and N’ commute,
they commute with 7= 5’4+ N’. On the other hand, S and N are polynomials in T,
and we conclude that S’ and N’ commute with S and N. This implies that S — S’ is
a semisimple linear transformation and N — N’ is a nilpotent linear transformation.
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On the other hand, S+ N =T = S’ + N’ implies S — S’ = N’ — N. Therefore,
S — 8" = N’'— N =0. This proves the uniqueness of S and N. O

The linear transformation S is called the semisimple part of T and the linear
transformation N is called the nilpotent part of T. The decomposition T'= S5+ N
is called the Jordan decomposition of T.

Let e1,e2,...,e, be a basis of V. Denote by F;; the linear transformations on
V such that Eijek =0 lf] 7§ k, and El-jej = €4, for all 1 S i,j, k S n. Then Eij7
1 <i,57 <n, form a basis of L(V'). Let S be such that

Se; = \je; for all 1 < i <n.

Then we have

(ad S(Eij))(ex) = SE;jex, — EijSer, = 0j55e; — A\ Eijey
= Nidjre; — Mljpe; = (N — Nj)djke; = (N — Aj)Eijer
forall 1 <k <n,ie.,
ad S(Eij) = (A — X)) Eyj
forall 1 <i,j <mn.
3.1.5. LEMMA. Let V be a linear space over an algebraically closed field k. Let

T be a linear transformation on'V and T = S+ N its Jordan decomposition. Then
adT =adS +ad N is the Jordan decomposition of adT.

PRrOOF. Clearly, T = S+N implies ad T' = ad S+ad N. Moreover, [ad S,ad N] =
ad[S, N] = 0. By 1.5.2, ad N is a nilpotent linear transformation. Hence, it remains
to show that ad S is semisimple. Let ey, es,..., e, be a basis of V' such that

Se; = \je; for all 1 < i <n.
Then
adS’(EU) = SEZ']' — ElS = ()\Z — )\j)Eij for all 1 S i,j S n.

Hence, ad S is semisimple. (Il
Finally, we prove a result which will play the critical role in the next section.

3.1.6. LEMMA. Let V be a linear space over an algebraically closed field k. Let
U C W be two linear subspaces of L(V') and

S={T e L(V)|ad(T)(W)cCU}.
If A€ S and tr(AB) =0 for every B € S, then A is nilpotent.

PRrOOF. If B € S, clearly U and W are invariant subspaces for ad(B).

Let A € S and tr(AB) = 0 for all B € S. Let A = S + N be the Jordan
decomposition of A. Fix a basis ey, es,...,e, of V such that Se; = \je; for 1 <i <
n.

Let L be the linear subspace of k£ over the rational numbers Q spanned by
AL, A2,y . Let f @ L — Q be a Q-linear form on L. Let T be a linear
transformation on V' given by

Te; = f(N\)e; for 1 <i<mn.

Then
ad(T)(Eij) = (f(\i) — f(\)Eyj for all 1 <4, j < n.
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The numbers A\; — A;, 1 < 4,5 < n, are in L. Moreover, \; — A\; = A\, — A for
some 1 <4, 7,p,q <n, implies that

f) = f(/\j) =f(\i— /\j) = f(/\p - )‘q) = f()\p) - f()\q)-
In addition, if A; — A; = 0 for some 1 < 4,5 < n, ie., we have \; = ); and
f(Ai) — f(Aj) = 0. Therefore, there exists a polynomial P € k[X] such that
PA\ —Xj) = f(N) — f(\j) for all 1 < 4,5 < n, and P has no constant term.
It follows that P(adS) = adT. On the other hand, adS = Q(ad A) for some
polynomial ) with no constant term. Hence, adT = (P o @)(ad A). Since P o Q
has no constant term, ad(7)(W) Cc U, i.e, T € S.

This implies that tr(AT) = 0. On the eigenspace of S for eigenvalue \;, T' acts
as multiplication by f()\;). The eigenspace is also invariant for N. Therefore, it is
invariant for AT and the restriction of AT to this subspace has only one eigenvalue
Aif(N;). Therefore, we have

0=tr(AT) = > Xif(\).
i=1
Hence, since f(A;) € Q, we have

0=f (Z; f@\i)&) = El FN)2.

Moreover, f(A\;)2 > 0 for all 1 < i < n. Therefore, we conclude that f(\;) = 0 for
all 1 <7 < n. It follows that f = 0. Since f is an arbitrary linear form on L, it
follows that L = {0}. Therefore, A\; = 0 for all 1 < ¢ < n. It follows that S = 0 and
A = N, ie., Ais nilpotent. O

3.2. Cartan’s criterion. In this section we prove the following solvability
criterion.

3.2.1. THEOREM (Cartan). Let V be a linear space over k. Let g be a Lie
subalgebra of L(V). Define

B(T,S) =tx(TS), forT,S € g.
Then the following conditions are equivalent:

(i) g is solvable;
(ii) Dg is orthogonal to g with respect to B.

PROOF. Let K be the algebraic closure of k. By 2.2.3, the Lie algebra gx
obtained by extension of scalars is solvable if and only if g is solvable. On the other
hand, gk is a Lie subalgebra of £L(V)x = L(Vk). The bilinear form fg : (T, S) —
tr(TS) for T, S € L(Vk) is obtained from § by linear extension. Therefore, it is
enough to prove the statements for Lie algebras over K.

(i)=(ii) By 1.6.3 we can find a basis of V such that the matrices of all T € g
are upper triangular. Then the matrices of Dg are upper triangular with zeros on
the diagonal. Therefore, it follows immediately that 8(T,S) = 0 for T € g and
S € Dg.

(ii)=-(i) To prove this implication, by 2.2.7, it is enough to show that Dg is
nilpotent. By 1.5.5, Dg is nilpotent if all R € Dg are nilpotent. To prove this we
consider 3.1.6 for U = Dg and W = g. In this case we have

§={Te L(V) |ad(T)(g) C Dg}.
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Clearly, g C S.
Let T € S and A, B € g. Then [T, A] € Dg and

tr(T[A, B]) = tr(TAB — TBA) = tr(TAB) — tr(TBA)
=tr(TAB) — tr(ATB) = tr([T, A|B) = 8([T, A, B) = 0

by the assumption. Hence, tr(TR) = 0 for all R € Dg.
It follows that tr(RT) = 0 for all R € Dg and T € S. On the other hand, as
we remarked above, R € §. By 3.1.6, we see that R is nilpotent. O

3.3. Radical is a characteristic ideal. The main goal of this section is to
prove the following result.

3.3.1. THEOREM. Let g be a Lie algebra and v its radical. Then v is the orthog-
onal to Dg with respect to the Killing form of g.

3.3.2. COROLLARY. The radical v of a Lie algebra g is a characteristic ideal.

PRrROOF. Clearly, Dg is a characteristic ideal. Therefore, by 1.1.5, Dg* is a
characteristic ideal. By 3.3.1, v = (Dg)*. O

We first want to prove that the radical v is contained in the characteristic ideal
v = (Dg)t.
We first need a technical result.

3.3.3. LEMMA. Let g be a Lie algebra and v the radical of g. Let w be a rep-
resentation of g on linear space V. Then tr(n(z)n(y)) = 0 for all x € Dg and
yET.

PROOF. Let K be the algebraic closure of k. Let Vx = K ®; V. Let mx
be the representation obtained by extension of scalars from 7. Then 7g is the
representation of gx on Vi. By 2.2.4, tx is the radical of gx. The bilinear form
B(z,y) = tr(w(z)7(y)), z,y € g, extends by linearity to Sk (z,y) = tr(nk (2)7K (v))
for x,y € gi. Therefore, it is enough to prove that Sx(z,y) = 0 for z € (Dg)k
and y € tk.

Hence, we can assume from the beginning that k is algebraically closed. Assume
first that « is irreducible. By 1.6.1, there exists a linear form A on t such that
7w(y) = A(y)1ly for all y € v. Therefore, f(z,y) = tr(n(x)n(y)) = A(y) tr(n(x)) for
all x € Dg and y € v. On the other hand, Dg is spanned by commutators, hence
the linear form 2« — tr w(z) vanishes on Dg. It follows that 3(z,y) = 0 for = € Dg
and y € t.

Assume that 7 is reducible. Then we prove the statement by induction in
length of . Let W be a minimal invariant subspace of V. then the representation
7’ of g induced on W is irreducible. Let 7" be the representation of g induced on
V/W. Then

Bx,y) = tr(n(z)m(y)) = tr(x"(2)7’ (y)) + (7" (2)7"(y)) = tr(z" (x)7" (y))

/

for any € Dg and y € t. Clearly the length of 7" is less than the length of .
Hence, by the induction assumption, S(z,y) = 0 for € Dg and y € t. O

Applying the lemma to the adjoint representation of g we see that v C v'.
It remains to show that t/ is a solvable ideal in g. We first need a result about
the Killing form.
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3.3.4. LEMMA. Let g be a Lie algebra and by an ideal in g. Then the Killing
form By of b is the restriction of the Killing form By of g to h x b.

PROOF. Since § is an ideal in g, for any = € h we have ad z(g) C h. Moreover,
ad(z)ad(y)(g) C b for z,y € h. Therefore,

By(z,y) = tr(ad(z) ad(y)) = tr(ady (z) ady(y)) = By(z,y)
for all z,y € b. (]

By 3.3.4, we have By = Bg|w xw. Therefore, since ¢’ is orthogonal to Dg with
respect to By, we see that ' is orthogonal to Dt for By.. By 3.2.1, this implies
that ad v/ is a solvable Lie subalgebra of £(t'). On the other hand, if 3 is the center
of v/, we have the exact sequence

0— 33—t —sadt’ — 0,

where 3 is abelian. Therefore, by 1.2.1, t/ is a solvable Lie algebra. Therefore, t/
is a solvable ideal in g. It follows that ' C v. Hence, it follows that v = v/ which
completes the proof of 3.3.1.

4. Semisimple Lie algebras

In this section we generalize some results about Lie algebras of compact semisim-
ple Lie groups from 3.1.8.

4.1. Killing form and semisimple Lie algebras. The following result gives
a new characterization of semisimple Lie algebras.

4.1.1. THEOREM. Let g be a Lie algebra. Then the following conditions are
equivalent:
(i) g is semisimple;
(ii) the Killing form B of g is nondegenerate.
If these conditions hold, g = Dg.

PROOF. (i)=-(ii) Assume that g is semisimple. Then the radical v of g is equal
to {0}. By 3.3.1, (Dg)*t = {0}. Moreover, Dg C g implies g- C (Dg)* = {0}. It
follows that g+ = {0}, i.e., the Killing form B is nondegenerate.

In addition, in this situation gt = {0} = (Dg)* implies g = Dg.

(ii)=(i) Let a be an abelian ideal in g. Let « € g and y € a. Then ad(y)(g) C a,
and ad(x)ad(y)(g) C a. Therefore, (ad(z)ad(y))?(g) C ad(x)ad(y)(a) = {0}, and
ad(z)ad(y) is a nilpotent linear transformation on g. This implies that B(z,y) =
tr(ad(x) ad(y)) = 0. Hence, a C g*. Since B is nondegenerate, we see that a = {0}.
By 1.3.1, g is a semisimple Lie algebra. (I

Let g be a semisimple Lie algebra. Let a be an ideal in g. Let a’ be the
orthogonal to a with respect to the Killing form B of g. Then, by 1.1.5, a't is
an ideal in g. This implies that b = a N at is an ideal in g. If 2,y € b, we have
B(z,y) = 0. By 3.2.1, we see that ad b is a solvable Lie algebra. Since ad is injective
by 1.3.2, we conclude that b is solvable. Therefore, b = {0} and ana® = {0}. Since
B is nondegenerate, dim a*- = dimg — dima, i.e., g = a®a’ as a linear space. This
in turn implies the following result.
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4.1.2. LEMMA. Let g be a semisimple Lie algebra and a an ideal in g. Then
g=adal.

Moreover, a and a* are semisimple ideals in g.

PROOF. It is enough to prove that a is semisimple. Let z € a be such that
Bq(z,y) = 0 for all y € a. Then, by 3.3.4, By(z,y) = 0 for all y € a. This in turn
implies that Bg(x,y) = 0 for all y € g. Since By is nondegenerate, = 0. This
implies that B, is nondegenerate, and a is semisimple by 4.1.1. (]

A Lie algebra is simple if it is not abelian and it has no nontrivial ideals. By
1.3.1, a simple Lie algebra is semisimple.

A minimal ideal a in a semisimple Lie algebra cannot be abelian by 1.3.1. On
the other hand, by 4.1.2, any ideal in a is an ideal in g. Hence, by minimality, a
has to be simple. Therefore any semisimple Lie algebra contains a simple ideal.

4.1.3. LEMMA. Let g be a semisimple Lie algebra and m a representation of g
on a linear space V.. Then 7(g) is contained in the Lie algebra s\(V') of all traceless
linear transformations on V.

PROOF. Let z,y € g. Then

tr(m([z, y])) = tr([r(x), 7(y)]) = tr(w(x)7(y)) — tr(w(y)m(z)) = 0.
Therefore, the linear form x — tr7(z) vanishes on Dg. By 4.1.1, it vanishes on
g. O

4.2. Derivations are inner. The next result is a generalization of the result
about the nondegeneracy of the Killing form.

4.2.1. LEMMA. Let g be a semisimple Lie algebra and w a faithful representation
of g. Then the bilinear form (x,y) — B(x,y) = tr(w(x)7(y)) is nondegenerate on
g.

PROOF. Let

s={xeg]|B(x,y) =0 forall y € g}.
Let x € s and y € g. Then

Blly, 2], 2) = tr(n([y, 2])7(2)) = tr(w(y)w(2)7(2)) — tr(7(z)7(y)7(2))
= tr(m(z)m([y, 2])) = 0,
for all z € g. Therefore, [y, 2] € s for all y € g. Hence, s is an ideal in g. Moreover,
s is orthogonal onto itself with respect to 5. By 3.2.1, this implies that w(s) is

solvable. Since the 7 is faithful, this implies that s is solvable. Hence, s = {0}.
This implies that £ is nondegenerate. ([

This has the following consequence which generalizes 4.1.2.

4.2.2. LEMMA. Let g be a Lie algebra and B its Killing form. Let a be a
semisimple Lie subalgebra of g. Then the orthogonal b = at of a is a direct com-
plement to a in g and ad(z)(h) C b for all x € a.

If a is an ideal in g, b is an ideal in g and

b ={z € glad)(a) ={0}}.

In particular, g = a x b.
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PROOF. Since a is semisimple, its center is equal to {0} and adg : a — L(g)
is faithful. Hence, by 4.2.1, Bglaxa is nondegenerate. Therefore, a Nl = {0}.
Moreover, we have dimh = dimg — dima, and g = a® h as a linear space. In
addition, for x € a and y € b, we have B([z,y], 2) = —B(y, [z,2]) = 0 for all z € a.
Hence [z,y] € b. It follows that § is invariant for all ad z, z € a.

If a is an ideal, b is an ideal by 1.1.5. Hence, g = a x h, and since a has trivial
center, the rest of the statement follows. (|

The next result says that all derivations of a semisimple Lie algebra are inner.

4.2.3. PROPOSITION. Let g be a semisimple Lie algebra. Then ad : g — Der(g)
is an isomorphism of Lie algebras.

PROOF. Since the center of g is {0}, ad is injective and g is isomorphic to the
ideal ad g of inner derivations in Der(g) by 1.1.3.
By 4.2.2, Der(g) = ad g x b, where

h={D € Der(g) | [D,adz] =0 for all z € g}.

Let D € b. Then, by 1.1.2, we have ad(Dx) = [D,adz] = 0 for all z € g. Since ad
is injective, Dx = 0 for all z € g, and D = 0. Hence, h = {0}. O

4.3. Decomposition into product of simple ideals. Let g be a semisimple
Lie algebra and a an ideal in g. Then a is semisimple by 4.1.2. Assume that b is
another ideal in g such that anb = {0}. Let € a and y € b. Then, ad(y)(g) C b
and

(ad(z)ad(y))(g) = ad(z)(ad(y)(g)) C ad(z)(b) C anb = {0}.
Therefore, ad(x)ad(y) = 0 and B(z,y) = tr(ad(z)ad(y)) = 0. It follows that
bCat.

In particular, if b is a direct complement of a, we must have b = a’. Therefore,
the complementary ideal is unique.

The set of all ideals in g is ordered by inclusion. Let m be a minimal ideal in
g. As we remarked in the preceding section m is a simple ideal.

Let a be another ideal in g. Then aNm is an ideal in g. By the minimality of
m, we have either m C a or anm = {0}. By the above discussion, the latter implies
that a C m™, i.e., a is perpendicular to m.

Let my, my, ..., m, be a family of mutually different minimal ideals in g. By the
above discussion m; is perpendicular to m; for ¢ # j, 1 <4, < p. Hence, p has to be
smaller than dim g. Assume that p is maximal possible. Then a = m; ®my®---Gm,
is an ideal in g. Assume that a # g. Then g = a® a®. Let m,;1 be a minimal
ideal in at. Then Mp41 is a minimal ideal in g different from m;, 1 < ¢ < p,
contradicting the maximality of p. It follows that g=m; @ma @ --- G my, ie., we
have the following result.

4.3.1. THEOREM. Any semisimple Lie algebra g is the direct product of its
minimal ideals. These ideals are simple Lie algebras.

In particular, a semisimple Lie algebra is a product of simple Lie algebras.

4.4. Jordan decomposition in semisimple Lie algebras. In this section
we prove a version of Jordan decomposition for semisimple Lie algebras.
Let g be a Lie algebra and a a Lie subalgebra of g. Let

n={xz €g|ad(z)(a) Ca}.
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Clearly, n is a Lie subalgebra of g and a is an ideal in n. This Lie algebra is called
the normalizer of a in g. Clearly, the normalizer is the largest Lie subalgebra of g
which contains a as an ideal.

4.4.1. THEOREM. Let g be a semisimple Lie algebra. Let x € g. Then there
exist unique elements s,n € g such that

(i) ads is semisimple and adn is nilpotent;
(i) [s,n] =0;
(i) x = s+n.

The element s is the semisimple part of x and n is the nilpotent part of x. The
decomposition x = s + n is called the Jordan decomposition of x in g.

PROOF. Assume first that k is algebraically closed. Since the center of g is
equal to zero, the adjoint representation ad : g — £(g) is injective. Therefore, we
can view g as a Lie subalgebra ad g in £(g).

Let n be the normalizer of g in L(g), i.e.,

n={T e L(g) |ad(T)(adg) C adg}.

Clearly, n is a Lie subalgebra of £(g), and adg is an ideal in n. Let T € n. Let
T =S5+ N be the Jordan decomposition of the linear transformation 7. Then, by
3.1.5, adT = ad S + ad N. Moreover, by 3.1.4, ad S and ad N are polynomials in
adT. Hence, S, N € n.

By 4.2.2, we have n = a x g, where

a={T en|ad(T)(adg) = {0}}.

Let
n' ={T en|T(h) CHh for any ideal b of g}.
Since ad g C n’, we have
n = (ann’) x g,
ie,n =a xgwheread =ann’.

Let T € n and let T = S + N be its Jordan decomposition. As we already
remarked, S, N € n. Moreover, by 3.1.4, S and N are polynomials in T, so S(h) C b
and N(h) C b for all ideals h C g. It follows that S, N € n’.

Let g = m; x mg X --- X m, be the decomposition of g into a product of simple
ideals. Then for T € @’ we have T'(m;) C m; for 1 <4 < p. On the other hand, T
commutes with adx for any x € g. Let 1 < i < p and A; be an eigenvalue of the
restriction of T to m;. Let y € ker(T — A\;I) Nm;. Then

(T = XD)([z,y]) = (T = Ail) ad(2)y = ad(z)(T' — Al)y =0

for any = € g. Hence, [x,y] € ker(T — \;I) Nm; for any x € g, i.e., ker(T — \;I) Nmy
is an ideal in m;. Since m; is minimal, ker(T' — \;T) D my, i.e., T|y, is multiplication
by A;. This implies that T is semisimple.

Let N be a nilpotent linear transformation in n’. Then N = P + Q for P € o
and @ € ad g. By the above argument, P is semisimple. Since m; are invariant for
N, P,Q for all 1 < i < p, we have

N m; — P m; + Q m;
for all 1 <¢ < p. Since N is nilpotent, N|y, is nilpotent and
0= tI‘(N mi) = tI‘(P mi) + tI‘(Q mi)'
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The ideal m; is invariant for the adjoint representation of g. Hence, by 4.1.3, we
have tr(Q|m;) = 0. This in turn implies that tr(P|y,) = 0. On the other hand, the
above argument shows that P|y, is a multiple of the identity. Hence, P|y, = 0 for
all 1 <14 <p. It follows that P =0, and N € adg.

Let « € g and let adz = S 4+ N be the Jordan decomposition of adz in L(g).
By the above remarks, S and N are in n’. By the above argument, N = adn for
some n € g. This implies that s =2 —n € g and

ads=adx—adn=adz - N =S5
is semisimple. Finally,
ad[s,n] = [ad s,adn] = [S,N] =0

and [s,n] = 0. This proves the existence of the decomposition.

Assume that s',n’ € g satisfy x = ¢/ +n/, [s',n/] = 0 and ad ¢’ is semisimple
and adn’ is nilpotent. Then adz = ads’ + adn’ is the Jordan decomposition of
adx in £(g). Therefore, by the uniqueness of that decomposition, ad s’ = S = ad s
and adn’ = N = adn. This in turn implies that s’ = s and n’ = n.

Finally, assume that & is not algebraically closed. Let K be the algebraic closure
of k. Let gx be the algebra obtained from g by the extension of the field of scalars.
Then gy is semisimple by 2.2.5. Let € g C gx. Let = s+ n be the Jordan
decomposition of z in ggx. Since x is stable under the action of Auty(K), for any
o € Auty(K), we have z = Ogx (s) + Ogx (n), [UEK (8)7091( (n)] = UQK([Svn]) =0,
adog, (s) is semisimple and ad oy, (n) is nilpotent. Therefore, by the uniqueness
of the Jordan decomposition, we have og, (s) = s and o4, (n) = n for any o €
Auty(K). Therefore, s and n are in g. O

4.5. Lie algebra sl(n, k). Let V be a linear space over the field k£ and V* its
linear dual. We can define a bilinear map ¢ : V x V* — L(V) by ¢(v, f)(w) =
f(w)v for any v,w € V and f € V*. This map defines the linear map @ : V ®j,
V* — L(V) such that ®(v ® f)(w) = f(w)v for any v,w € V and f € V*.

4.5.1. LEMMA. The linear map ® : V @ V* — L(V) is a linear isomorphism.

PrOOF. Clearly, we have
dim(V ® V*) = dim V dim V* = (dim V)? = dim £(V).
Therefore, it is enough to show that ® is injective. Let v, ve,..., v, be a basis of

V and fi, f2,...,v, the dual basis of V*. Then v; ® f;, 1 <14,j < n, is a basis of
V @k V*. Let ®(z) = 0 for some z = ZZJ':1 @;jv; @ f; € V @y V*. Then

n

0=2(z)(v) =@ Z @ijv; @ fj | (vg) = Z ij fi(vk)vi = Zaikvi
=1

ij=1 i,5=1
for any 1 < k < n. Therefore, a;; =0 for all 1 <4,5 < n. [l

Let V and W be two linear spaces over k. Let S € L(V) and T € L(W). Then
they define a bilinear map (v,w) — Sv ® Tw from V x W into V ®; W. This
bilinear map induces a linear endomorphism S ® T of V ®; W given by

(SRT)(vew)=SveTw
forany v € V and w € W.
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Let T be a linear transformation on V. Then T acts on £(V') by left (resp. right)
multiplication. Then we have the following commutative diagram

Vvev: L8, yoy:

o| |o

LV) —— L)
since

To(w® f)(w) = T(f(w)v) = f(w)Tv=&(Tv & f)(w) = (T @ I)(v @ [))(w)

for all v,w € V and f € V*. Also, we have the following commutative diagram

Vvev: LB, y gy

®| E

LV) —— L)
since

(v @ )T (w) = f(Tw)v = (T*f)(w)v = (v @T" f)(w) = (I @T7)(v ® [f))(w)
for all v,w € V and f € V*.

Therefore, we finally conclude that the we have the commutative diagram

Vv L8l- IQT* Vv

®| E
LV)  —— L)

Therefore, the adjoint representation of £(V') is equivalent to the representation
Tr—TRI—-—1QT*onV ®; V*.

4.5.2. LEMMA. Let V and W be two linear spaces over k. Let S € L(V) and
T e L(W). Then
tr(T ® S) = tr(T) tr(S).
PROOF. Let vy,v9,...v, be a basis of V and wy,ws,...,w, a basis of W.

Then v; @w;, 1 <i<n,1<j<m,is a basis of V@, W. If a;; and B4 are the
matrix entries of these transformations in these bases, we have

n

(S@T)(v; ® wj) = Sv; @ Tw; = Zzo‘piﬂqjvp ® wy-

p=1g=1

Therefore,

n g
r(SeT)= ZZ o 355 = tr(S) tr(T).
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If n = dim V, this implies that the Killing form on £(V') is given by

B(S,T) =tr(ad(T)ad(S)) =tr((S@I -1 ST ®I-I1®T"))
=tr(STRI)—tr(ST") —tr(T ®S*) + tr(I ® S*T™)
=ntr(ST) —tr(S) tr(T™) —tr(T) tr(S™) + ntr(S*T*) = 2ntr(ST) — 2 tr(S) tr(T')

for S,T € L(V).
On the other hand, let sI(V) be the ideal of £(V') consisting of all traceless
linear transformations on V. Then, by 3.3.4, we have the following result.

4.5.3. LEMMA. Let V' be a n-dimensional linear space over k. The Killing form
on the algebra sl(V') is given by B(S,T) = 2n tr(ST) for S,T € sl(V).

This has the following direct consequence.

4.5.4. PROPOSITION. Let n > 2. The Lie algebra sl(n, k) of all n X n traceless
matrices s semisimple.

ProoF. By 4.1.1, it is enough to show that the Killing form is nondegenerate
on sl(n, k).

Let T € sl(n, k) be such that B(T,S) = 0 for all S € sl(n, k). Let E;; be the
matrix with all entries equal to zero except the entry in i** row and j* column.
Then E;j, i # j, are in sl(n, k). Moreover, if we denote by ¢;; the matrix entries of
T, we have 0 = B(T, E;;) = 2ntj;. Hence, Tj; = 0. Hence, T' must be diagonal. On
the other hand E;; — Ej; € sl(n, k) for 1 <i,j <n. Also, 0 = B(T, E;; — Ejj) =
2n(ty; —t;;) for all 1 < 4,5 < n. Hence T is a multiple of the identity matrix. Since
tr(T) = 0, we must have T' = 0. It follows that B is nondegenerate. O

4.6. Three-dimensional Lie algebras. In this section we want to classify
all three dimensional Lie algebras over an algebraically closed field k. We start with
the following observation.

4.6.1. LEMMA. Let g be a three-dimensional Lie algebra. Then g is either
solvable or simple Lie algebra.

PROOF. Assume that g is not solvable. Let t be the radical of g. Then t # g.
Therefore, g/t is a Lie algebra of dimension 1, 2 or 3. By 1.3.3, g/t is semisim-
ple. Since all Lie algebras of dimension 1 and 2 are solvable, g/t must be three-
dimensional, i.e., t = {0}. Let h be a nonzero ideal in g. Then its dimension is
either 1, 2 or 3. Since the ideals of dimension 1 or 2 have to be solvable, this
contradicts the fact that g is semisimple. Therefore, h = g, i.e., g is simple. (I

We are going to classify the three-dimensional Lie algebras by discussing the
possible cases of dim Dyg.

First, if Dg = {0}, g is abelian.

Consider now the case dimDg = 1. Let 3 be the center of g. Then there are
two subcases.

First, assume that Dg C 3. Then, we can pick e € Dg, e # 0, which spans Dg.
Since e € 3, there are f, g € g such that (e, f, g) is a basis of g and [e, f] = [e, g] = 0.
Finally, [f,g] = Ae with A € k. The number A must be different from 0 since g
is not abelian. By replacing f with % f, we get that [f,g] = e. Therefore, there
exists at most one three-dimensional Lie algebra with the above properties. On the
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other hand, Let g = n(3, k) be the Lie algebra upper triangular nilpotent matrices
in M3(k). Then g is three-dimensional, and its basis

00 1 01 0 00 0
e=[(0 0 o], f=(0 0 0],g=0 0 1],
00 0 00 0 000

satisfies the above commutation relations. This shows the existence of the above
Lie algebra. By 1.5.6, this is a nilpotent Lie algebra.

In the second subcase, we assume that Dgnz = {0}. Let e € Dg, e # 0. Since
e is not in the center, there exists f € g such that [e, f] = Ae with A # 0. By
replacing f with % f, we can assume that [e, f] = e. Therefore, the Lie algebra b
spanned by e, f is the two-dimensional nonabelian Lie algebra from 1.2.2. Since
Dg C b, b is an ideal in g.

Let g € g be a vector outside fj. Then [g,e] = ae and [g, f] = be. This in turn
implies that

g+ Ae+ puf.e] = ae — pie = (a — p)e and [g + de + pf, ] = be + Ae = (b+ Ne.

Hence, if we put A = —b and g = a, and replace g with g + Ae + uf, we see
that [e,g] = [f,g] = 0. Therefore, g spans an abelian ideal complementary to
h. Therefore, g is the product of h and a one-dimensional abelian Lie algebra.
Therefore, this is a solvable Lie algebra, which is not nilpotent.

Now we want to study the case of dimDg = 2. There are two subcases, the
two-dimensional Lie subalgebra h = Dg can be isomorphic to the two-dimensional
nonabelian Lie algebra from 1.2.2, or it can be abelian.

Assume first that Dg is not abelian. We need a simple observation.

4.6.2. LEMMA. All derivations of the two-dimensional nonabelian solvable Lie
algebra are inner.

PROOF. Let (e, f) be a basis of b such that [e, f] = e. Since Dg is a character-
istic ideal spanned by e, De = e with A € k for any derivation D € Der(h). By
replacing D with D + Aad f we can assume that De = 0. Let Df = ae + bf for
some a,b € k. Then we have

0= De = D(le, f]) = [De, f] + [e, Df] = ble, f] = be

and b = 0. It follows that Df = ae. Now, (aade)(f) = ae and (aade)(e) = 0.
Hence, D = aade. ]

Now we return to the study of the Lie algebra g. Let g € g, g ¢ h. Then
ad g|y is a derivation of g. By 4.6.2, there exists « € § such that ad g|y = ad z|.
Hence, by replacing g by g — z, we can assume that [e,g] = [f,g] = 0. This is
impossible, since this would imply that Dg = D§ is one-dimensional contrary to
our assumption.

Therefore, in this case b has to be abelian. Let (e, f) be a basis of b, and g a
vector outside . Then b is spanned by ad g(e) and adg(f), i.e., A = adg|y is a
linear automorphism of . If we replace g with ag+be—+cf, the linear transformation
A is replaced by aA. Therefore, the quotient of the eigenvalues of A is unchanged
and independent of the choice of g. There are two options:

(1) the matrix A is semisimple;
(2) the matrix A is not semisimple.
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In the first case, we can pick e and f to be the eigenvectors of A. Also, we can
assume that the eigenvalue of A corresponding to e is equal to 1. We denote by «
the other eigenvalue of A. Clearly a € k*. In this case, we have

[evf]:()v [gve] =6 [gvf]:af-

Let
0 0 1 0 0O 1 0 0
e=[0 0 O0), f=(0 0 1)],9=({0 « O
0 0 O 0 0O 0 0 O

-+

Then these three matrices span the Lie algebra isomorphic
existence of g.

If we switch the order of eigenvalues the quotient é is replaced by a. In this
case, switching e and f and replacing g by ag establishes the isomorphism of the
corresponding Lie algebras. Therefore, the Lie algebras parametrized by o, o’ € k*
are isomorphic if and only if « = o/ or a = é This gives an infinite family of
solvable Lie algebras. They are not nilpotent, since CPg = § for p > 1.

If A is not semisimple, its eigenvalues are equal, by changing g we can assume

that they are equal to 1. Therefore, we can assume that A is given by the matrix

1 1
=)
in the basis (e, f). Hence, we have
[eaf]:Oa [9,6]26, [Q,f]:‘i‘f'f

o g. This proves the

Let
0 0 1 0 0O 1 10
e=10 0 0], f=(0 0 1}],9=(0 1 0
0 0 O 0 0O 0 0O

Then these three matrices span the Lie algebra isomorphic to g. This proves the
existence of g. This Lie algebra is solvable, but not nilpotent.

Finally, consider the case of dimDg = 3. In this case, g = Dg, and g cannot
be solvable. By 4.6.1, g is simple.

By 1.5.4, there exists x € g which is not nilpotent. Hence, it has a nonzero
eigenvalue A € k. By multiplying it with %, we get an element h € g such that
ad h has eigenvalue 2. Since ad h(h) = 0, 0 is also an eigenvalue of ad h. Since
g is three-dimensional, ad h has at most three eigenvalues. Moreover, by 4.1.3,
trad h = 0. Therefore, —2 is also an eigenvalue of ad h. This in turn implies that
the corresponding eigenspaces must be one-dimensional. Therefore, we can find
e, f € g such that (e, f,h) is a basis of g and

[h,e] = 2e, [h, f] = —2f.
In addition, we have
ad h(le, f]) = [ad h(e), f] + [e,ad h(f)] = 2[e, f] = 2[e, f] =0

and [e, f] is proportional to h. Clearly, Dg is spanned by [h, €], [h, f] and [e, f].
Hence, [e, f] # 0. It follows that [e, f] = Ah with A # 0. By replacing e by e we
see that there exists a basis (e, f, h) such that

[h,e]:Ze, [haf]:_2fa [evf]:h
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Therefore, there exists at most one three-dimensional simple Lie algebra over k. If
g =sl(2,k), and we put

0 1 0 0 1 0
=(0) =0 o) =l 5

we easily check that the above relations hold. Therefore, in the only three-dimensional
simple Lie algebra is sl(2, k).

4.6.3. REMARK. Let g be the Lie algebra sl(2,C) with the basis (e, f,h) we
described above. It has the obvious R-structure s/(2,R) which is spanned over R
by (e, f,h). This real Lie algebra is the Lie algebra of the Lie group SL(2,R). On
the other hand, in 1.8, we considered the Lie algebra of the group SU(2) which is
spanned by another three linearly independent traceless 2 x 2 matrices. Therefore,
the complexification of this Lie algebra is again g. In other words, the Lie algebra
of SU(2) is another R-structure of g. This shows that a complex Lie algebra can
have several different R-structures which correspond to quite different Lie groups.

4.7. Irreducible finite-dimensional representations of sl(2, k). Let k be
an algebraically closed field and g = sl(2,k). As before, we chose the basis of g
given by the matrices

A !

Then we have, as we already remarked,

[hve] = 267 [haf] = _2fa [ev.f] = h.
Let V be a finite-dimensional linear space over k and 7 : g — L(V') a repre-

sentation of g. Let v € V', v # 0, be an eigenvector of 7(h) for an eigenvalue A € k,
i.e. m(h)v = Av. Then
m(h)m(e)v = w([h, e])v + w(e)m(h)v = (A + 2)7(e)v.

Hence, either 7(e)v = 0 or w(e)v is an eigenvector of w(h) with the eigenvalue
A+ 2. By induction, either 7(e)*v, k € Z,, are nonzero eigenvectors of 7(h) with
eigenvalues A\ + 2k, or 7(e)*v # 0 and 7(e)** v = 0 for some k € Z,. In the first
case, since 7(e)*v correspond to different eigenvalues of 7(h), these vectors must be
linearly independent. This leads to a contradiction with dim V' < co. Hence, there
exists k € Zy such that u = 7(e)¥v # 0 is an eigenvector of 7(h) for the eigenvalue
A+ 2k and 7(e)u = 7(e)**1v = 0. Therefore, we proved the following result.

4.7.1. LEMMA. Let (m,V) be a finite-dimensional representation of g. Then

there exists a vector v € V, v # 0, such that w(e)v = 0 and w(h)v = lv for some
A€ k.

The vector v is called the primitive vector of weight A.
Let vg € V' be a primitive vector of the representation 7 of weight A. We put
v = 7(f)"v for n € Zy. We claim that

w(h)vn, = (A —2n)v,, n € Zy.

This is true for n = 0. Assume that it holds for m € Zy. Then, by the induction
assumption, we have

m(h)omir = w(R)7(f)om = 7 ([h; fI)om + 7 (f)m(h)vm
= =21(f)vm + (A = 2m)7w(fHom = (A = 2m = 2)7(flom = (A — 2(m + 1)) vy
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Therefore, the assertion holds by induction in m.
We also claim that
m(e)vn, =n(A —n+ v,
for all n € Z,. This is true for n = 0. Assume that it holds for n = m. Then we
have

m(e)vmi1 = m(e)m(f)om = 7([e, f)vm + 7 (f)m(e)vm
= m(h)vp+mA—m+1)7(f)vm-1 = (A=2m+mA—m+1))vy, = (m+1)(A—m) vy,

and the above statement follows by induction in m.

Now v, # 0 for all n € Z; would contradict the finitedimensionality of V,
hence there exists m € Zy such that v, # 0 and v,;,+1 = 0. This in turn implies
that 7(e)vms1 = (m + 1)(A — m)v,, = 0. Therefore, we must have A = m, i.e., the
weight A must be a nonnegative integer.

Therefore, we established the following addition to 4.7.1.

4.7.2. LEMMA. Let (m,V) be a finite-dimensional representation of g and v a
primitive vector in V. Then then the weight of v is a nonnegative integer.

Let A = m be the weight of vg. Then
w(h)vy, = (m — 2n)v,, 7(e)v, =n(m —n+ Dop—1, 7(f)on = Uni1

foralln =0,1,...,m. Also, 7(f)v,, = 0. Therefore, the linear span of vy, v1, ..., vy,
is a (m 4+ 1)-dimensional linear subspace invariant for 7.

If 7 is irreducible, this invariant subspace must be equal to V. This proves the
exhaustion part of the following result.

4.7.3. THEOREM. Let n € Zy, and V,, be the (n + 1)-dimensional linear space
with the basis eg, e1,...,e,. Define

mn(h)er = (n — 2k)ey,
m(e)er = (n —k + 1)ex—1
T (f)er = (k + 1)ek+1

for 0 <k <n. Then (7., V,) is an irreducible representation of g.
All irreducible finite-dimensional representations of g are isomorphic to one of
these representations.

PROOF. It remains to check that 7, are representations. We have
[7n (h), mn(€)]er = mn(h)mn(e)er — mn(e)mn(h)er
=(n—k+Dr,(h)ex—1 — (n — 2k)m,(e)ex
=((n—k+1)(n—2k+2)—(n—2k)(n—k+1))er_1
=2(n—k+ 1)eg_1 = 2m,(e)ex
for all 0 < k < n, i.e., [m(h), m(e)] = 2m,(e). Also, we have

[Tn(h), T (f)ler = mn(h)Tn(f)er — mn(f)mn(h)ek
= (k+ Dmp(h)egs1 — (n — 2k)m,(f)ex
=((k+1)(n—2k—2)— (n—2k)(k+1))egs+1
= =2(k+ Degs1 = —2m(f)ex
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for all 0 < k < n, i.e., [mp(h), 7 (f)] = —2m,(f). Finally, we have

[mn(e), mn(f)ler = mn(e)mn(fler — mn(f)mn(e)er
= (k+1D)m(e)ers1 — (n—k+ 1)mu(fex—1
=((k+1)(n—k)—(n—k+ 1k)eg
= (n — 2k)er = mp(h)eg

forall 0 < k < n, ie., [mp(e), 7 (f)] = mn(h). Therefore, m, is a representation. O

Fix n € Z;. From above formulas we see that the kernel of 7, (e) is spanned by
eo and the kernel of 7, (f) is spanned by e,. Moreover, for any 0 < k < [%}, ey is
an eigenvector of 7, (h) with eigenvalue n — 2k > 0. By induction in p, this implies
that 7(f)Pey is a vector proportional to er4, and nonzero for 0 < p < n — 2k.
Therefore, we have

7"'n(f)ni%ek #0
for any 0 < k < [%]
Analogously, for any [%] < k < n, ey is an eigenvector of 7, (h) with eigenvalue
n — 2k < 0. By induction in p, this implies that 7(e)Pey is a vector proportional to
ek—p and nonzero for 0 < p < —(n — 2k). Therefore, we have

Tn(e) " 2e, £ 0

for any [%} < k<n.
This implies the following result.

4.7.4. COROLLARY. Let (m,V) be a finite-dimensional representation of g. Then
all eigenvalues of w(h) are integral.

Let v € V be a nonzero vector such that w(h)v = pv for some p € k. Then
pEZ, and

() if p> 0, 7(f)P0 £ 0;
(ii) if p <0, w(e)"Pv #£ 0.

PROOF. Let v # 0 be an eigenvector of mw(h). Let
{0} =VpcWhcCc---CVp1 CV,, =V

be a maximal flag of subspaces in V' invariant under 7. Then there exists 1 <i <mn
such that v € V;, v ¢ V;_1. The quotient representation p on W = V;/V;_; must
be an irreducible representation of g. Therefore, it must be isomorphic to one of
Tny N € Zy. The image w of v in W is an eigenvector of p(h) for the eigenvalue p.
By 4.7.3, p must be an integer. This proves the first statement.

Moreover, if p = n — 2k, w corresponds to a vector proportional to ex. From
the above discussion, we see that, if p is positive, p(f)Pw # 0 and, if p is negative,
p(e) Pw # 0. This immediately implies our assertion. ([

5. Cartan subalgebras

5.1. Regular elements. Let g be a Lie algebra over an algebraically closed
field k. For h € g and A\ € k we put

g(h,A\) ={zx €g]|(adh — AI)Pz = 0 for some p € N}.
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Then g(h, A) # {0} if and only if A is an eigenvalue of ad h. Also, since ad h(h) = 0,
we see that g(h,0) # {0}. Moreover, by the Jordan decomposition of ad h we know
that

P
o=EPo(h\)
i=0

where A\g = 0, A1, ..., A\, are distinct eigenvalues of ad h.
For two linear subspaces a and b in g, we denote by [a, b] the linear span of
[z,y], x €a, y €b.

5.1.1. LEMMA. Let h € g. Then
[0, A), (s )] C 8(hy A+ 1)
for any A\, p € k.
PRrROOF. Let x € g(h,\), y € g(h, u). Then we have

and by induction in m, we get

m

(adh — (A4 p) )"z, y] = Z (?) [(adh — M)z, (ad —pd)™ Iy

=0

for any m € N. Therefore, if (adh — AI)Pz = 0 and (adh — pl)%y = 0, we have
(adh — (A + p) )Pz, y] = 0. O

In particular, we have the following result.

5.1.2. COROLLARY. The linear subspace g(h,0) is a nonzero Lie subalgebra of

Let
P, (\) = det(A — adh)
be the characteristic polynomial of ad h. Then, if n = dim g, we have

n

Pu(N) =Y _ai(h)X
where a1, as, ..., a, are polynomial functions on g. Since 0 is an eigenvalue of ad h,
0 is a zero of Pj, and ag(h) = 0. In addition, a, = 1. Let
¢=min{i € Zy | a; # 0}.
The number ¢ is called the rank of g. Clearly, 0 < £ < n, i.e.,
0 <rankg < dimg.

Moreover, rank g = dim g if and only if all ad z, « € g, are nilpotent. Therefore, by
1.5.4, we have the following result.

5.1.3. LEMMA. A Lie algebra g is nilpotent if and only if rank g = dim g.
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An element h € g is called regular if as(h) # 0. Regular elements form a
nonempty Zariski open set in g.
Let ¢ be an automorphism of g. Then we have

ad(p(h)) = ¢ ad(h) ™"
Therefore, it follows that

P,y (A) = det(A — ad(¢p(h))) = det(\] — p adh ™)
= det(o (M —adh) p!) = P,(\).

Hence, ag(p(h)) = ae(h) for all h € g. It follows that the set of all regular elements
is invariant under the action of Aut(g).

5.1.4. LEMMA. The set of reqular elements in g is a dense Zariski open set in
g, stable under the action of the group Aut(g) of automorphisms of g.

Since the multiplicity of 0 as a zero of P, is equal to dim g(h,0), we see that
dim g(h,0) > rank g
and the equality is attained for regular h € g.

5.1.5. EXAMPLE. Let g = sl(2, k). Fix the standard basis e, f, h with commu-
tation relations

[h,6]=26, [haf]:_2fu [evf]:h'

Then
0 0 -2 0 0 O 2 0 0
ade={0 0 O ),adf=10 0 2|,adh=[0 -2 0
01 0 -1 0 0 0 0 0

Therefore, for
(¢ )
€r =
c —a
the characteristic polynomial of ad x is equal to

A—2a 0 2b
PN =] 0 AX+2a —2¢c|=I)\—4a?) —4cb\ = A\(\? + 4det z).
c —b A

Therefore, a1 (z) = 4det(z) for all x € g. It follows that rank g = 1. Moreover, x is
regular if and only if det(z) # 0. Since tr(z) = 0, this implies that x is regular if
and only if it is not nilpotent. A regular x has two different nonzero eigenvalues u
and —pu, and therefore is a semisimple matrix.

Let ho be a regular element in g. Put
b = g(ho,0).
5.1.6. LEMMA. The Lie algebra b is nilpotent.
PROOF. Let A\g =0, A1,..., A, be the distinct eigenvalues of ad(hg). Put

p
g1 = P alho, ).
=1

Then, by 5.1.1, we have [h,g1] C g1. Hence the restriction of the adjoint repre-
sentation of g to h induces a representation p of h on g;. Consider the function
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h +— d(h) = det p(h) on h. This is clearly a polynomial function on §. Also, if
q; = dimg(ho, \i), we have d(hg) = A\'A\L> ...\ # 0. Hence, d # 0. It follows
that there exist a dense Zariski open set in h on which d is nonzero.

Let h € b be such that d(h) # 0. The the eigenvalues of p(h) are all nonzero.
Hence g(h,0) C bh. Since hg is regular, the dimension of dimh = rankg, and
dim g(h,0) > rankg. Hence, we see that g(h,0) = h. This implies that adg h is
nilpotent. Therefore, (ady h)? = 0 for ¢ > rankg. Clearly, the matrix entries of
(ady h)? are polynomial functions on h. Therefore, by Zariski continuity, we must
have (adp h)? = 0 for all h € . This implies that all ady h, h € b, are nilpotent.
By 1.5.4, b is a nilpotent Lie algebra. ([

5.1.7. LEMMA. The Lie algebra b is equal to its normalizer.

PROOF. Let n be the normalizer of h and = € n. Then [hg,z] € . Since h =
9(ho,0), we see that there exists p € Zy such that ad(ho)?([ho, z]) = ad(ho)P ™z =
0. This in turn implies that « € h. Therefore, n = b. (]

5.2. Cartan subalgebras. Let g be a Lie algebra. A Lie subalgebra § of g is
a Cartan subalgebra of g if
(i) b is a nilpotent Lie algebra;
(ii) b is equal to its own normalizer.

5.2.1. PROPOSITION. Let h be a Cartan subalgebra in g. Then b is a maximal
nilpotent Lie subalgebra of g.

PROOF. Let n be a nilpotent Lie algebra containing h. Assume that n # b.
Then the adjoint representation of n restricted to h defines a representation o of b
on n/h. By 1.5.4, this is a representation of h by nilpotent linear transformations.
By 1.5.3, there exists a nonzero vector v € n/h such that o(x)v = 0 for all = € b.
Let y € n be a representative of the coset v. Then [z,y] = ad(z)y € b for all x € b.
Therefore, y is in the normalizer of . Since b is a Cartan subalgebra, this implies
that y € b, i.e., v = 0 and we have a contradiction. Therefore, n = b, i.e., h is a
maximal nilpotent Lie subalgebra of g. (Il

5.2.2. EXAMPLE. There exist maximal nilpotent Lie subalgebras which are not
Cartan subalgebras. For example, let g = s[(2, k). Then the the abelian Lie subal-
gebra spanned by e is maximal nilpotent. To show this, assume that n is a nilpotent
Lie subalgebra containing e. Then dimn must be < 2. Hence, it must be abelian.
Let g = ae+ Bf + vh be an element of n. Then

0= [e,g] = Bh — 27e.
Therefore 8 = v = 0, and g is proportional to e. It follows that n is spanned by

e. On the other hand, the Lie subalgebra of all upper triangular matrices in g
normalizes n, so n is not a Cartan subalgebra.

5.2.3. THEOREM. Let g be a Lie algebra over k. Then g contains a Cartan
subalgebra.

Assume first that k is algebraically closed. Let h € g be a regular element.
Then, by 5.1.6 and 5.1.7, g(h,0) is a Cartan subalgebra in g.

Assume now that & is not algebraically closed. Let K the algebraic closure of
k.
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5.2.4. LEMMA. Let g be a Lie algebra and gx the Lie algebra obtained from g
by extension of the field of scalars.

Let b be a Lie subalgebra of g and b the Lie subalgebra of gx spanned by b
over K. Then the following conditions are equivalent:

(i) b is a Cartan subalgebra of g;
(ii) b is a Cartan subalgebra of gx .

PRrROOF. By 2.2.3, b is nilpotent if and only if hx is nilpotent.

Let n be the normalizer of h. If © € n then (adz)(h) C h. Since b is defined
over k, it is invariant under the action of the Galois group Auty(K) on ggx. This
implies that (ad o4, (z))(h) C b for any o € Auty(K). Therefore, n is stable for the
action of Auty(K). By 2.1.4, n is defined over k.

Assume that b is a Cartan subalgebra of g. Then b is nilpotent. By the above
remark, hy is also nilpotent. Let n be the normalizer of h . Then it is defined over
k. Hence, it is spanned by elements in g which normalize §. Since b is equal to its
normalizer in g, it follows that n = hx. Therefore, hx is a Cartan subalgebra in
9K

Assume that hg is a Cartan subalgebra in gx. Then b is nilpotent. Moreover,
for any x € g such that (adx)(h) C b, by linearity we have (adx)(hx) C hx. Since
bk is equal to its normalizer, this implies that € hx and finally x € . Therefore,
the normalizer of b is equal to h and h is a Cartan subalgebra in g. O

Therefore, to prove the existence of a Cartan subalgebra in g it is enough to
show that there exists a Cartan subalgebra of gx defined over k. Assume that there
exists a regular element h of gx which is rational over k. Then h is fixed by the
action of the Galois group Auty(XK). This in turn implies that h = g(h,0) is stable
under the action Auty(K). By 2.1.4, h is defined over k.

Therefore, it is enough to show that there exists a regular element of gx rational
over k. This is a consequence of the following lemma.

5.2.5. LEMMA. Let P € K[X1,Xs,...,X,] be a polynomial such that
P()\l,AQ,...,An):OfOT a”)\l,/\g,...,An ck.
Then P = 0.

PROOF. We prove the statement by induction in n. If n = 1, the statement is
obvious since k is infinite. Assume that n > 1. Then we have

q
P(X1, Xa, ..., Xp) =Y Pu(X1,Xa,... Xn 1) X}
s=0
for some Pj S K[Xl,XQ, .. .,anl]. Fix )\1,A2, .. .,Anfl € k. Then

q

> P, das . Ans1)A
s=0

for all A, € k. By the first part of the proof, it follows that Pj(A1, Ag,... Ap_1) =
0 for all 0 < j < q. Since Aj, Mg, ... \,—1 € k are arbitrary, by the induction
assumption P; =0 for 0 < j < g, and P = 0. O

0=P(A, A2,y M)

By the preceding lemma, a, cannot vanish identically on g. Therefore, a regular
element rational over k must exist in gx. This completes the proof of 5.2.3.
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We now prove a weak converse of the above results. Let g be a Lie algebra
over an algebraically closed field k. Let  be a Cartan subalgebra of g. Since b is
nilpotent, for any h € b, ad h|y = ady b is a nilpotent linear transformation by 1.5.4.
Therefore, h C g(h,0). Clearly, the adjoint action of h defines a representation p of
h on g/h. Moreover, hh = g(h,0) if and only if p(h) is a linear automorphism of g/h.

5.2.6. LEMMA. Let g be a Lie algebra over an algebraically closed field k. Let
b be a Cartan subalgebra of g. Then there exists h € g such that b = g(h,0).

Later, in 5.5.1, we are going to see that h has to be regular.

PrOOF. As we remarked above, we have to show that there exists h € § such
that p(h) is a linear automorphism of g/b.
Since b is nilpotent, by 1.6.3, there is a flag

{0}=VocViC---CVin=g/b

of invariant subspaces for p such that dimV; = ¢ for 0 < i < m. Moreover, there
exist linear forms o, ao, ..., a,;, on h such that

p(z)v — ai(z)v € Vi—q for any v € V;

for 1 <4 < m. Hence, a1 (), as(x),...,an(z) are the eigenvalues of p(x).

We claim that none of linear forms «q, s, ..., a,, is equal to zero. Assume
the opposite. Let 1 < k < m be such that a1 # 0,2 # 0,...,a5_1 # 0, = 0.
Then aj - ag -+ - ag—1 is a nonzero polynomial on . By 5.2.5, there exists z € §
such that aq(z) - az(z) - - ar—1(x) # 0. Hence, we have a;(x) # 0, az(x) # 0,

.y ap—1(x) # 0. Tt follows that p(z)|y,_, is a linear automorphism of V;_1, and
p(x)|v, is not. Hence, Vi = Vi_1 @V’ where V' is the one-dimensional kernel of
p(@)ls.

Let v' € V' v’ #£ 0. We claim that p(y)v’ =0 for all y € b.

To show this we first claim that

p(z)Pp(y)v’ = p((ad z)Py)v’ for all y € b,
for any p € Z. The relation is obvious for p = 0. For p = 1, we have

p(x)p(y)v" = p(x)p(y)v" — p(y)p(z)v = p([z, y])v'.

Therefore, by the induction assumption, we have

p(a)Pp(y)o" = p(a)P " p([x, y))o" = p((ad )P~ [z, y])v" = p((ad z)Py)v,
and the above assertion follows.

Since b is nilpotent, we have (adz)?y = 0 for all y € § for sufficiently large q.

Therefore,

p(z)ip(y)v’ =0 for all y € b
for sufficiently large ¢q. Therefore, p(y)v’ is in the nilspace of p(x). Since p(x)|v,_,
is regular, we see that p(y)v’ € V’. On the other hand, since oy = 0, we have
p(y)Vie € Vi—1. This finally implies that p(y)v’ = 0 for all y € b.

Let z € g be a representative of the coset v’ € g/h. Then the above result
implies that [y, z] € b for all y € . Therefore, z is in the normalizer of h. Since b
is a Cartan subalgebra, z € hh and v' = 0. Therefore, we have a contradiction.

It follows that all oy, ae, ..., a,, are nonzero. Therefore, by 5.2.5, there exists
an element h € b such that ay(h) # 0,a2(h) # 0,...,am(h) # 0, ie., p(h) is
regular. O
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5.2.7. COROLLARY. Let g be a Lie algebra. Let b be a Cartan subalgebra of g.
Then dim b > rank g.

PROOF. Assume first that g is a Lie algebra over an algebraically closed field.
Then by 5.2.6, g(h,0) for some h € h. Therefore, dim b > rank g.
The general case follows from 5.2.4. O

Later, in 5.5.3, we are going to see that the inequality in the above result is
actually an equality.

5.3. Cartan subalgebras in semisimple Lie algebras. In this section we
specialize the discussion to semisimple Lie algebras.

5.3.1. LEMMA. Let g be a semisimple Lie algebra and b a Cartan subalgebra of
g. Then b is abelian.

PRrROOF. Assume first that k is algebraically closed. By 5.2.6, hy € b be such
that b = g(ho,0). Let A # 0 and z € g(ho, A). Then, for h € b, we have

ad(z) ad(h)(g(ho, 1)) C ad(x)(g(ho, 1)) C g(ho, p+ A).

If we choose a basis of g corresponding to the decomposition g = @!_ g(ho, \),
where Ao = 0, A\1,..., A, are distinct eigenvalues of ad(hg), we see that the corre-
sponding block matrix of ad(z)ad(h) has zero blocks on the diagonal. Therefore,
B(z,h) = tr(ad(z) ad(h)) = 0. Hence, it follows that b is orthogonal to g(hg, \;)
for any 1 <7 < p.

Since § is nilpotent, it is also solvable. By 3.2.1, it follows that § is orthogonal to
Dp. This implies that Db is orthogonal to g. Since the Killing form is nondegenerate
on g by 4.1.1, it follows that D = {0}, i.e., b is abelian.

The general case follows from 5.2.4. O

Since Cartan subalgebras are maximal nilpotent by 5.2.1, this implies the fol-
lowing result.

5.3.2. COROLLARY. Cartan subalgebras in a semisimple Lie algebra are mazimal
abelian Lie subalgebras.

5.3.3. LEMMA. Let g be a semisimple Lie algebra over an algebraically closed
field k. Let by be a Cartan subalgebra of g. Then all h € b are semisimple.

PRrROOF. By 5.3.2, h is an abelian Lie subalgebra. Let h € h. Let h = s+ n
be its Jordan decomposition. Clearly, adhl, = 0. Since ads and adn are the
semisimple and nilpotent part of ad h, they are polynomials without constant term
in ad h by 3.1.4. Therefore (ad s)(h) = (adn)(h) = {0}. Since b is maximal abelian,
we conclude that s,n € §.

By 5.2.6, b = g(ho,0) for some element hg € . As in the proof of 5.3.1, we see
that b is orthogonal to g(ho, \) for eigenvalues A # 0.

Let y € h. Then y and n commute. Hence ady and adn commute and
ad(y) ad(n) is a nilpotent linear transformation. This in turn implies that B(y,n) =
0. Therefore, n is orthogonal to h. This implies that n is orthogonal to g. Since
the Killing form is nondegenerate, n = 0. Therefore i = s is semisimple. O

By 5.2.6, this has the following immediate consequence.

5.3.4. COROLLARY. Let g be a semisimple Lie algebra over an algebraically
closed field k. Then all reqular elements in g are semisimple.



138 4. BASIC LIE ALGEBRA THEORY
PROOF. Let h be a regular element in g. By 5.1.6 and 5.1.7, g(h,0) is a Cartan
subalgebra of g. By 5.3.3, h must be semisimple. (|

5.4. Elementary automorphisms. Let V' be a linear space over the field k.
Let T € L(V) be a nilpotent linear transformation. Then
o0
1
el = —TP
pl
is a well defined linear transformation on V.

5.4.1. LEMMA. Let T be a nilpotent linear transformation on V. Then the map
A+ e is a homomorphism of the additive group k into GL(V).

PROOF. First, if A\, u € k, we have

AT — Z )\+MPTP_ZZ ())\p J JTP

p= 0 p=0 j= 0
(p— ] - j
S S i = S5 i
_ | 1
J=0p=j J=0p=j P!
1 1
_ _)\p JT:D+J _ _)\pr —pPT? | = e erT
Therefore, the inverse of e is e=T and e € GL(V). Moreover, A — e’ is a group
homomorphism of the additive group k into GL(V'). O

5.4.2. LEMMA. Let g be a Lie algebra. Let D be a nilpotent derivation of g.
Then eP is an automorphism of g.

PRrROOF. Clearly, by 5.4.1, e is an automorphism of the linear space g. On the
other hand, by induction one can easily establish that

DP([z,y]) = Zp: <§’) [DP~i g, Diy].

Hence, we have

=1 2 & 1 o
eD([xuy]):Z_'Dp[xvy]:ZZﬁ[Dp ].’L',D]y]
pzop- =0 j=0 p—273)7!
= ZZ %[Dp_unDjy] = ZZ _-[DvaD]y] = [eD:EueDy]
— 4! 141
= =)t =l

for any z,y € g. Therefore e is an automorphism of g.
O

Let Aut(g) be the group of all automorphisms of g. Let = € g be such that ad z
is nilpotent. Then €247 is an automorphism of g. Denote by Aut.(g) the subgroup
of Aut(g) generated by the automorphisms of this form. The elements of Aut.(G)
are called elementary automorphisms.

5.4.3. LEMMA. The subgroup Aut.(g) is normal in Aut(g).
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PROOF. Let ¢ be an automorphism of g. Let x € g be such that adz is
nilpotent. Then ad(¢(z)) = ¢ adz ¢~ is also nilpotent. Therefore,

oo oo

a x 1 1 — adx —
ead(p(@)) — Z o ad(p(x))? = Z H@(adfﬂ)p@ L= perdoy—l
p=0 p=0

is an elementary automorphism of g. Hence ¢ Aut.(g)p~! C Aut.(g), i.e., Aute(g)
is a normal subgroup of Aut(g). O

5.5. Conjugacy theorem. Let g be a Lie algebra over an algebraically closed
field k. Let b be a Cartan subalgebra in g. Then by 5.2.6, there exists an element
ho € b such that h = g(ho,0). First we want to prove a stronger form of this result.

5.5.1. LEMMA. Let g be a Lie algebra over an algebraically closed field k. Let
h be a Cartan subalgebra of g. Then there exists a reqular element h € g such that

To prove this, it is enough to show that hq is regular. Consider the decompo-
sition

p
g =P alho, \)
1=0

where A\g = 0, A1, ..., A, are mutually different eigenvalues of ad hg. By 5.1.1, ad z;
is nilpotent for any z; € g(ho,\;), 1 < i < p. Therefore, e2d%: are elementary
automorphisms of g. It follows that we can define a map
F b x g(ho, A1) x g(ho, A2) X -+ x g(ho, Ap) — @
by
F(h,z1,22,...,2p) = etdzigadze - adzyp

for z; € g(ho, N\i), 1 <i<p, heb.

This is clearly a polynomial map from b x g(ho, A1) X g(ho, A2) X - - - x g(ho, Ap)
into g.

Let T(,,0,0,...,0)(F') be the differential of this map at (ho,0,0,...,0).

5.5.2. LEMMA. The linear map T(n,,0,0,....0)(F) : b x g(ho, A1) X g(ho, A2) X -+ - X
9(ho, A\p) — g is surjective.

PROOF. We have
F(h,0,...,0) = h and F(ho,0,...,0,2;,0,...,0) = e*in,
for any 1 < i < p. Hence, we have
T(ho,o,o,...,o)(F)(ha 0,...,0)="h

for any h € b. Therefore, the differential of T(p, 0.0,...,0)(F) is an isomorphism of
hx {0} x--- x {0} onto h C g. Moreover, for 1 <14 < p, we have

F(ho,0,...,0,2;0,...,0) = e*%i(hg)
for any x; € g(hg, Ai). Therefore, we have
T(ho,O,O,...,O) (F)(07 ) 07 L, 07 ceey O) =ad (Ei(ho) = - ad(ho)fﬂi

for any 1 <4 < p. It follows that the differential of T{3, 0,0,....,0)(F) is an isomor-
phism of {0} x -+ x {0} x g(hg, A;) x {0} x --- x {0} onto g(ho,\;) C g for any
1 <i < p. This clearly implies that the differential T{4,,0,0,...0)(F) is surjective. [
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At this point we need a polynomial analogue of 1.1.3.5 which is proved in 5.6.2
in the next section. By this result, F' is a dominant morphism. Hence, the image of
Fis dense in g. In particular, the set Aut.(g)-b is dense in g. By 5.1.4, the set of all
regular elements is also a dense Zariski open set in g. Therefore, these two sets have
nonempty intersection. This implies that there is a h € h and ¢ € Aut.(g) such
that ¢(h) is regular. Since the set of all regular elements is invariant under Aut(g),
it follows that h is also regular. Therefore, g(h,0) is a Cartan subalgebra of g by
5.1.6 and 5.1.7. On the other hand, since b is nilpotent, ady h is a nilpotent linear
transformation. Hence, h C g(h,0). Since b is a maximal nilpotent Lie subalgebra
by 5.2.1, it follows that b = g(h,0). Therefore, dim ) = rank g. This in turn implies
that hg is regular. This completes the proof of 5.5.1.

In addition we see that the following result holds.

5.5.3. PROPOSITION. The dimension of all Cartan subalgebras in g is equal to
rank g.

PROOF. This statement follows from 5.5.1 for Lie algebras over algebraically
closed fields.
In general case, it follows from 5.2.4. O

Finally, we have the following conjugacy result.

5.5.4. THEOREM. Let g be a Lie algebra over an algebraically closed field k.
The the group Aut.(g) acts transitively on the set of all Cartan subalgebras of g.

PROOF. Let h be a Cartan subalgebra in g. Then, by 5.5.1, h = g(ho,0) for
some regular element hg € h. Let

F b x g(ho, A1) x g(ho, X2) x --- X g(ho, \p) — @

be the map given by

F(h';ILZCQ, .. '?I;D) = eadmleadm2 . 'eadzph“

Then, as we remarked in the proof of 5.5.1, the polynomial map F is dominant.
By 77, the image of F' contains a dense Zariski open set in g. Therefore, the set
Aut,(g) - b contains a dense Zariski open set in g.

Let b and b’ be two Cartan subalgebras of g. Then, the sets Aut.(g) - h and
Aute(g) - b’ contain dense Zariski open sets in g. Therefore, they contain a common
regular element h. This implies that there exists a regular element h € b, a regular
element A’ € h’ and an elementary automorphism ¢ such that ¢(h) = h’. As we
remarked in the proof of 5.5.1, h = g(h,0) and ' = g(h’,0). This in turn implies
that

o) = w(a(h,0)) = alp(h), 0) = a(',0) = 1.
O

5.6. Dominant polynomial maps. Let V' and W be two linear spaces over
an algebraically closed field k. we denote by R(V') and R(W) the rings of polyno-
mials with coefficients in k on V', resp. W.

A map F:V — W is a polynomial map if P o F' € R(V) for any P € R(W).
If F: V — W is a polynomial map, it induces a k-algebra homomorphism F™* :
R(W) — R(V) given by F*(P) = Po F for any P € R(WW).

We say that a polynomial map F' : V — W is dominant if F* : R(W) —
R(V) is injective.



5. CARTAN SUBALGEBRAS 141

5.6.1. LEMMA. A polynomial map F : V. — W is dominant if and only if the
image of F is Zariski dense in W.

PrROOF. Let U be a nonempty open set in W. Then there exists a polynomial
P on W such that Wp = {w € W | P(w) # 0} C U. If F is dominant, P o F # 0.
Therefore, Wp Nim F # (). Therefore, U Nim F is nonempty, i.e., im F is dense in
w.

If im F is dense in W, for any nonzero polynomial P on W we have WpNim F' #
(). Therefore, there exists v € V such that P(F(v)) # 0, i.e., F*(P) # 0. It follows
that F™* is injective. ([l

Let v € V. We can consider the polynomial map G : h — F(v+ h) — F(v).
Clearly, G(0) = 0, so the constant term of G is equal to 0. Let m be the maximal
ideal in R(V) consisting of all polynomials vanishing at 0. Then, there exists a
unique linear map T,(F) : V. — W such that

Fu+h)—F@) - T,(F)(h) em* @ W.

This linear map is the differential of the polynomial map F'.
We need the following version of 1.1.3.5.

5.6.2. PROPOSITION. Let F' : V. — W be a polynomial map and v € V.
Assume that T,(F) : V. — W is a surjective linear map for some v € V. Then F
s dominant.

PROOF. By an affine change of coordinates, we can assume that v = 0 and
F(v) = 0. Therefore, we have F(h) — To(F)(h) € m*> @ W.

Let P be a nonzero polynomial on W. Then we can write P = ZZO:O P,, where
P, are homogeneous polynomials of degree q. Assume that P, = 0 for ¢ < ¢o
and Py, # 0. Then F*(P) is a polynomial on V and F*(P) = Y 7 Q,, where
Q4 are homogeneous polynomials of degree g. Clearly, @, = 0 for ¢ < gqo and
Qqo = Py, o To(F). Since Typ(F) is a surjective linear map and Py, # 0, we have
Q¢ # 0. This in turn implies that F*(P) # 0, and F™* is injective. O

Finally, we need the following basic result about dominant polynomial maps.

5.6.3. THEOREM. Let F': V — W be a dominant polynomial map. Then the
image of F' contains a nonempty Zariski open set in W.

The proof of this result is based on some basic results from commutative alge-
bra.

Since k is algebraically closed, by the Hilbert Nullstellensatz, the points in V'
and W are in bijection with the maximal ideals in rings of regular functions R(V)
and R(W), respectively. Let w € W, and N,, the maximal ideal of all polynomials
on W vanishing in w. Then F*(N,) C R(V). If the ideal generated by F*(N,)
is different from R(V'), there exists a maximal ideal M, in R(V') corresponding to
v € V, such that F*(N,,) C M,. Hence, for any Q € N,,, we have F*(Q) = Qo F €
M,,i.e., Q(F(v)) = 0. This in turn implies that F(v) = w. Conversely, if F(v) = w
for some v € V and w € W, we have F*(N,) C M,, and the ideal generated by
F*(N,) is different from R(V). Therefore, the image of F is characterized as the
set of all w € W such that the ideal generated by F*(N,,) is different from R(V).

Therefore, it is enough to find a nonzero polynomial @ € R(W) such that
Q(w) # 0 implies that F*(N,) doesn’t generate R(V). In other words, for any
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maximal ideal N in R(W) such that @ ¢ N, the ideal generated by F*(N) doesn’t
contain 1.

We are going to prove a slightly stronger statement: Let A = R(V) and B
a subalgebra of R(V). Then, for any nonzero polynomial P € A, there exists a
nonzero polynomial R € B such that for any maximal ideal N in B not contianing
R, the ideal generated by N in A doesn’t contain P. The above statement follows
immediately if we put B = F*(R(W)), R=Qo F and P = 1.

Clearly, A is a finitely generated algebra over B. Assume that z;, 22, ..., z, are
generators of A over B. Let By be the algebra generated over B by x;, 1 < i < k.
Then By = B and B, = A. We are going to show that there exists a family
of nonzero polynomials R, = P, R,_1,...,Ri, Ry such that any maximal ideal in
B;_1 not containing R; 1 generates an ideal in B; which doesn’t contain R; for any
1 <i<p. Then R = Ry satisfies the above statement.

To prove this statement, put C = B;_1 and y = x;. Then D = B; is the algebra
generated by y over C. Consider the natural algebra homomorphism of C[Y] into
D which maps Y into y.

From the above discussion, to prove 5.6.3 it is enough to prove the following
result.

5.6.4. LEMMA. Let S be a nonzero polynomial in D. Then there exist a nonzero
polynomial T € C such that for any mazximal ideal M in C which doesn’t contain
T, the ideal in D generated by M doesn’t contain S.

PROOF. There are two possibilities: either the homomorphism of C[Y] into D
is an isomorphism, or it has a nontrivial kernel.

Assume first that this homomorphism is an isomorphism. Then S € D is a
nonzero polynomial in y. Then S = Ej ajy’ where a; € C. Let jo be such that
T =aj, # 0. If N is a maximal ideal in C, it generates an ideal in D which consists
of all polynomials in y with coefficients in N. Therefore, if N doesn’t contain T, S
is not in this ideal.

Assume now that the homomorphism from C[Y] into D has nonzero kernel.
Let U be a nonzero polynomial in C[Y] which is in the kernel of the natural homo-
morphism of C[Y] into D. We can assume that the degree of U is minimal possible.
Let U =" ,b;Y and b, # 0. O



CHAPTER 5

Structure of semisimple Lie algebras

1. Root systems

1.1. Reflections. Let V be a finite dimensional linear space over a field k of
characteristic 0. Let a € V. A linear automorphism s € £(V) is a reflection with
respect to « if:

(i) s(a) = —a;
(i) H={h eV |s(h)=h} satisfies dim H = dim V — 1.

Clearly, s> = I and s is completely determined by « and H. The linear subspace
H is called the refiection hyperplane of s.
Let V* be the linear dual of V. As we remarked in 4.4.5, we have a linear
isomorphism ¢ : V* @ V. — L(V) defined by
o(f @w)(v) = f(v)w for fe V™ v,weV.

Consider o, 8 € V and f,g € V*. Then we have

I+ o(f@a)I +¢(geB))(v) = I +¢(f @a))(v+g(v)B)
=v+ f(v)a+gw)B+ f(B)gw)a =T +e(f@a)+e(g®B)+ f(B)plg®a))(v)

for any v € V, i.e.,

I+o(fea)l+elgp) =1+¢p(f@a)+o(g®B)+ f(B)elg®@a).

1.1.1. LEMMA. Let s € L(V'). Then the following assertions are equivalent:

() s is a reflection with respect to a;
(ii) s =T — p(a* @ a) for some a* € V* with a*(a) = 2;
(iii) s> =1 and im(I —s) = ka.
If these conditions are satisfied, a* is uniquely determined by s.
PROOF. (i)=-(ii) Let s be a reflection with respect to «, and H its reflection

hyperplane. Then there exists a unique o* € V* such that H = ker o* and o*(a) =
2. In addition, we have

(I-p@*®a)(a)=a—a"(a)a=a—2a=—a.
and
(I-pa*®a))(h)=h—a"(h)a=h
for any h € H. Therefore, we have s = I — p(a* ® «).
(il)=-(iii) We have I — s = p(a* ® «). Therefore, im(I — s) = k « since a* # 0.
In addition,
2 =T-2p(a*®a)+a*(a)p(a* @a) =1.

143
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(iii)=-(i) For any v € V, we have (I — s)(v) = f(v)a for some nonzero f € V*.
Therefore, we have s(v) = (I — o(f @ a))(v). It follows that
I=s=(I-p(foa)=T-20(f®a)+ fla)p(f@a) = I+ (f(a) = 2)¢(f®a).

Since f is nonzero, (f ® a) # 0, and it follows that f(«) = 2. Let H = ker f.
Then dim H = dimV —1 and s(h) = h for any h € H. On the other hand, we have

s(@) = (I —p(f®a))(a) =a - fl)a= -«

and s is a reflection with respect to a. (|

1.1.2. LEMMA. Let o be a nonzero vector in V. Let R be a finite set of vectors
iV which spans V. Then there exists at most one reflection s with respect to a
such that s(R) C R.

PROOF. Let s and s’ be two reflections satisfying the conditions of the lemma.
Let t = ss’. Then t is a linear automorphism of V' which maps R into itself. Since
R is finite, t : R — R is a bijection. Hence, t induces a permutation of R. Again,
since R is finite, " : R — R is the identity map for sufficiently large n € Z...
Since R spans V, this implies that t" = I.

Assume that

s=I—p(fea)and s =1 —p(f' ®a)
with f(a) = f'(a) = 2. Then we have
t=ss'=I-p(fea)=p(f ®a)+ fla)p(f @a) =T —¢((f - f)@a)

If we put g = f' — f, we see that t = I + ¢(g ® ). Moreover, we have g(a) =

f(@) = fla) =0.
We claim that t? = I + pp(g ® «) for any p € N. Clearly, this is true for p = 1.
Assume that it holds for p = m. Then, by the induction assumption, we have

" = (I +mp(g @ a))(I + ¢(g ® @)
=T+mp(g®a)+e(gea)+mgla)plg®a) =1+ (m+1)p(g® a).
This proves the claim.
It follows that
I=t"=T+n¢(g®a)

for sufficiently large n. This in turn implies that p(g®«) = 0 and g = 0. Therefore,
t=1,and s =¢. O

1.2. Root systems. Let V be a finite dimensional linear space over a field k
of characteristic 0. A finite subset R of V is a root system in V if:
(i) 0is not in R;
(ii) R spans V;
(iii) for any o € R there exists a reflection s, with respect to « such that
sa(R) = R;
(iv) for arbitrary o, 8 € R we have

sa(B) =B+ na

where n € Z.
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The elements of R are called roots of V' with respect to R.

Clearly, by 1.1.2, the reflection s, is unique. We call it the reflection with
respect to root a.

The dimension of V is called the rank of R and denoted by rank R.

For any @ € R we have

S =1 —p(a* ® a)

for a unique a* € V*. The vector o is called the dual root of a.
The property (iv) is equivalent with

(iv)’ for any a, 8 € R we have o*(f5) € Z.

We define n(8, «) = o*(8).
Clearly, o € R implies that —a = s, (@) € R.

1.2.1. LEMMA. Let R be a root system in V and o and 8 two proportional roots.
Then 8 = ta where t € {:I:%, +1,4+2}.

PROOF. Let 8 be a root proportional to a. Then § = ta for some t € k*.
Moreover, a*(8) = ta*(«) = 2t € Z. Therefore, t € %Z. By replacing 8 with —f
we can assume that ¢ > 0.

Let v = sa, s € Q, be a root such that s is maximal possible. By the above
discussion, wee have s € 4N and s > 1. Then, v*(a) = 24*(7) = 2 is an integer.
Therefore, s is either 1 or 2. It follows that v = « or v = 2a.

In the first case, t < 1 and t = {%, 1}. In the second, we can replace o with =

and conclude that 8 = %*y =aorf=7v=2a O

Hence, for any root «, the set of all roots proportional to « is either {«, —a},
{a, %a, —%a, —a} or {2a, o, —a, —2a}.

A root « is indivisible if o ¢ R. A root system R is reduced if all its roots are
indivisible.

Let « be an indivisible root such that 2a € R. Then s, is a reflection which
maps 2« into —2«. By 1.1.2, we see that s, = sa,. Therefore,

Sa =820 =1 —9((20)" ®2a) =T — 0(2(20)" ® @)

and (20)* = a*.

An automorphism of R is a linear automorphism ¢ of V' such that ¢(R) = R.
All automorphisms of R form a subgroup of GL(V') which we denote by Aut(R).
For a € R, s, is an automorphism of R. The subgroup of Aut(R) generated by s,
a € R, is called the Weyl group of R and denoted by W (R).

Let t € Aut(R). Then ts, ¢! is in Aut(R), i.e., (ts4t~1)(R) = R. Moreover,
(tsat V) (ta) = —ta

and (t st~ 1)(th) = th for any h € H. Hence, ts,t~! fixes the hyperplane tH. It
follows that t s, ¢! is a reflection with respect to root ta. By 1.1.2, we have

tSa T Sto-
1.2.2. LEMMA. Let a be a root in R and t € Aut(R). Then

(i) tsat ™' = Sta;
(ii) the dual root (ta)* of tav is equal to (t~1)*a*.
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PRrROOF. By (i), we have

$1a(V) = (tsa t () = t{t v — a* (1))
=v—ao*(t T )ta = (I - o((t7 ) a®ta))(v)
for any v € V. (]

1.2.3. PROPOSITION. (i) Aut(R) and W(R) are finite groups.
(ii) W(R) is a normal subgroup of Aut(R).

PROOF. Any element of Aut(R) induces a permutation of R. Moreover, since
R spans V, this map is an injective homomorphism of Aut(R) into the group of
permutations of R. Therefore, Aut(R) is finite.

By 1.2.2, for any o € R and t € Aut(R) we have t s, ¢t~ = 54,. Therefore, the
conjugation by t maps the generators of W(R) into generators of W(R). Hence,
tW(R)t~t C W(R) for any t € Aut(R) and W (R) is a normal subgroup of Aut(R).

O

We define on V an bilinear form
(v]v) =Y a* (e ).
a€ER
This bilinear form is Aut(R)-invariant. In fact, if ¢ € Aut(R), by 1.2.2, we have

(tv [t0)) =) a*(tv)e’ (t) = > (t"a") ()t a)(v)

aER aER

= Y ) @) ) () = 3 at@at () = (v ] v).
acR acR
We need now a simple result in the representation theory of finite groups.

1.2.4. THEOREM. Let G be a finite group and 7 its representation on a finite-
dimensional linear space V over the field k. Let U be an invariant subspace for m.
Then there is a direct complement U’ of U which is also invariant under 7.

PROOF. Let P be a projection of V onto U. Put

CardG Z - Y

Clearly, for any v € V, w(g~! )Pw(g)v € U for any g € GG. Hence, Qu € U.
Moreover, we have

(g~ Pr(g)u=m(g")m(g)u=u
for any u € U. Therefore, it follows that

_1 )P(g)u=u

Card G

for any u € U, and @ is a projection onto U. Clearly, we get

Qn(g) = CardG ")Pr(hg) = CardGZ m(gh™")Pr(h) = m(9)Q

by replacing h with hg’ , for any g € G. Therefore, ker@ and U = im @ are
invariant under 7. Hence, the assertion follows for U’ = ker Q. (|
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1.2.5. LEMMA. The invariant bilinear form (v,v") — (v | V") on V is nonde-
generate.

PrROOF. Let U be the orthogonal to V' with respect to this bilinear form. Then
U is invariant under the action of Aut(R). Since Aut(R) is a finite group by 1.2.3,
by 1.2.4 there exist an Aut(R)-invariant direct complement U’ of U.

Let « € R. Then U and U’ are invariant subspaces for s,. Therefore, the
one-dimensional eigenspace of s, for eigenvalue —1 must be either in U or in U’.
This implies that either a € U or o € U’. On the other hand, we have

(@la)=> B )P =4+ Y B ()?>0
BER BER—{a}

since the terms in the last sum are nonnegative integers. Hence, o ¢ U. It follows
that « € U'.
Since R spans V, U’ = V and U = {0}. Therefore, the bilinear form is

nondegenerate. ([
1.2.6. PROPOSITION. (i) The set R* of all dual roots of R is a root system
in V*.

(ii) For any root a € R, we have sqx = S5

(iii) The map t — (t1)* is a group isomorphism of Aut(R) onto Aut(R*).
This isomorphism maps W(R) onto W (R*).

(iv) For any a € R, the dual root of a* is equal to .

PROOF. Assume that R* does not span V*. Then, we can take u # 0 in V
such that a*(u) = 0 for all @ € R. this in turn implies that (v | v) = 0 for all
v € V. This contradicts 1.2.5. Hence, R* spans V*.

Let o € R. Then

(s6.f)(v) = f(sav) = f(v = a™(v)a) = f(v) — " (v)f(a) = (f = f(@)a")(v)
for any v € V and f € V*. Let ¢ : V® V* — L(V*) be the natural linear
isomorphism given by ¥ (v ® f)(g) = g(v)f for any v € V and f,g € V*. Then
st =T —¢(a®a*). By 1.1.1, it follows that s* is a reflection with respect to a*.
On the other hand, for any ¢t € Aut(R) and root « € R, by 1.2.2, we have
t*a* = (t7'a)*. Therefore, t*(R*) = R*. In particular, s (R*) = R* for any

a € R. By 1.1.2, 54« = s}, is the unique reflection with respect to a* which
permutes the elements of R*.
Finally,

sa=(8%) = (I =Y(a®a®))(B") = 8" — f*()a”.

Since f*(«a) € Z for any a*, f* € R*, it follows that R* is a root system in V*.
This in turn implies that the dual root of a* is equal to « for any o* € R*.
Moreover, we see that for any ¢ € Aut(R), t* € Aut(R*). Therefore, t —

(t~1)* is a group homomorphism. Since R** = R, it must be an isomorphism. In

addition, this isomorphism maps s, into s,« for any root o € R, hence it must map
W(R) onto W(R*). O

We say that R* is the dual root system of R.

1.2.7. LEMMA. Let R be a root system and R* the dual root system. The
following conditions are equivalent:

(i) The root system R is reduced.
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(ii) The root system R* is reduced.

PROOF. As weremarked before, if a, 2ae € R, we have a*, %a* € R*. Therefore,
R* is not reduced. (I

Let K be a field extension of k. Then Vg = K ®; V is a K-linear space, and
we have the obvious inclusion map V' — Vi mapping v € V into 1 ® v. This
identifies the root system R of V with a subset in Vi . Clearly, R spans Vx. Also,
the reflections s, extend by linearity to Vx. So, R defines a root system in V. We
say that this root system is obtained by extension of scalars from the original one.

Let Vg be the linear subspace of V' spanned by the roots in R over the field of
rational numbers Q.

1.2.8. LEMMA.
dimg Vg = dimy V.

PROOF. Let S be a subset of R. If S is linearly independent over k, it is
obviously linearly independent over Q. We claim that the converse also holds. Let
S be linearly independent over Q. Assume that S is linearly dependent over k.
Then we would have a nonzero element (t,;a € S) of k% such that 3 __otaa = 0.
This would imply that

a€esS

Z taB" () =0

acsS
for all 8 € R. Hence, the rank of the matrix (8*(«a);a € S,8 € R) is < Card S.
Since the matrix (5*(a);a € S, 8 € R) has integral coefficients, this clearly implies
that the above system has a nonzero solution (gq;« € S) with ¢, € Q. Hence, we
have

Z go B () = 0.

a€eS
for all 5* € R*. Since R* is a root system in V*, this implies that ) ¢ gacx = 0,
contradicting our assumption. O

Therefore, the k-linear map k ®g Vg — V defined by t ® v — tv is an
isomorphism of k-linear spaces. By the construction, R is in V. For any a € R,
the reflection s, permutes the elements of R. Therefore, s, maps Vg into itself.
Let a* be the dual root of @. Then o*(8) € Z for any root 8 € R, and o* takes
rational values on V. Therefore, its restriction to Vg can be viewed as a linear
form on V. Moreover, so(v) = v — a*(v)a for v € Vg, i.e., the restriction of s,
to Vg is a reflection by 1.1.1. It follows that R can be viewed as a root system in
V. Therefore, the root system R in V' can be viewed as obtained by extension of
scalars from the root system R in Vg.

This reduces the study of root systems over arbitrary field k& to root systems
over Q. On the other hand, we can consider the field extension from Q to the field
of real numbers R. Clearly, the study of root systems in linear spaces over Q is
equivalent to the study of root systems in linear spaces over R. The latter can be
studied by more geometric methods.

1.3. Strings. Let R be a root system in V. Following the discussion at the
end of preceding section, we can assume that V is a real linear space.
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1.3.1. LEMMA. Let R be a root system in V. Then
(Wlw) = a(v)a(w)
a€ER
is an Aut(R)-invariant inner product on V.
PRrROOF. The form (v, w) — (v | w) is bilinear and symmetric. We also proved

that it is Aut(R)-invariant.
Moreover, we have

(v|v)= Z o (v)? > 0.

a€ER
In addition, (v | v) = 0 implies that o*(v) = 0 for all o* € R*. Since roots in R*
span V*, this in turn implies that v = 0. O

In the following we assume that V is equipped with this inner product. With
respect to it, Aut(R) C O(V). In particular, s, are orthogonal reflections. Hence,
for any « € R, the reflection hyperplane H is orthogonal to a, i.e., H={v € V|
(o | v) = 0}. This implies that
2(a | v) N
(ala)
for any v € V. The inner product on V defines a natural isomorphism of V with
V*. Under this isomorphism, the dual root a* corresponds to ﬁa for any root
a€R.

For any two roots «, 8 in R we put

Sa(v) =v—

°
=

Clearly, we have the following result.

1.3.2. LEMMA. The following conditions are equivalent:

(i) The roots a and 8 are orthogonal;
(i) n(a, B) =0;
(iii) n(B,a) = 0.

Hence, if @ and g are not orthogonal,

B 2
0 # (e, 8)n(8,0) = A7ty = dcost(a,6) € 2

where («, ) is the angle between roots o and . This implies the following result.
1.3.3. LEMMA. n(a, 8)n(B,a) € {0,1,2,3,4}.

In addition, is « and S are not orthogonal, we have

n(B.0) _ 8
n(e,8) el
We can assume that « is the shorter root, i.e., ||a|| < ||8]|. Then, we must have
n(e, B)] < [n(B,a)l.
Assume first that o and § are neither orthogonal nor proportional. Therefore,
0 < cos?(a,8) < 1. Tt follows that n(a, B)n(B,«) € {1,2,3}. This leads to the
following table.
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n(a, B) [n(B, ) | (a, B)
1 3 [ 18I =Tel
-1 =1 = | Bl = el
1 2| T | )8ll= V2]l
-1 2| 3 B3] = V2l
1 3] = |B8ll=V3|al
-1 =3 2 18l =3l

If o and 3 are proportional, cos?(a, 8) = 1 and n(«, 8) n(B3, a) = 4. Therefore,
we have the following table.

n(a, B) | n(B, @)
2 2| b=«
-2 2| f=—a«a
1 4| B =2«
-1 —4| =2«

The following result follows immediately from the above tables.

1.3.4. LEMMA. Let o and f be two non-proportional roots in R such that ||| <
HB” Then) TL(O&,ﬂ) € {_1507 1}
1.3.5. THEOREM. Let o, 5 € R.
(i) If n(a,B) > 0 and o # B, then a — B is a root.
(ii) If n(a, B) <0 and o # — B, then a + 8 is a root.

PROOF. By changing § into —f we see that (i) and (ii) are equivalent. Hence,
it is enough to prove (i). Let n(a, 8) > 0 and o # 5. Then, we see from the tables
that either n(a, 8) =1 or n(B,a) = 1.

In the first case, we have

sgla) =a—n(o,8)B=a—-L €R.

In the second case, we have

sa(B)=p—n(B,a)a=F—-a€R

This result has the following obvious reinterpretation.

1.3.6. COROLLARY. Let o, 3 € R.
(i) If (a| B) > 0 and o # B, then a — B is a root.

(i) If (o | B) <0 and oo # =0, then oo+ 3 is a root.
(i) If « — B,a+ 8 ¢ RU{0}, then « is orthogonal to f3.

If o, € Rand a— B,a+ ¢ RU{0} we say that a and S are strongly
orthogonal. By the above corollary, strongly orthogonal roots are orthogonal.

1.3.7. PROPOSITION. Let «, 8 be two roots not proportional to each other. Then:

(i) The set of integers I = {j € Z | B + ja € R} is an interval [—q,p] in Z
which contains 0.
(ii) Let S={B+ja|je I}. Then so(S) =S and so(8 + pa) = B — qa.
(iii) p—q=—n(B, ).
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PRrROOF. Clearly 0 € I. Let p, resp. —q, be the largest, resp. smallest, element
in I. Assume that the assertion doesn’t hold. Then there would exist r, s € [—q, p],
r,s € I suchthat s >r+landr+k ¢ forl <k<s—r—1. Since S+ ra would
be a root and  + (r + 1)« would not be a root, we would have (« | 84 ra) > 0 by
1.3.6. Also, 8 4 sa would be a root and 8 + (s — 1)a would not be a root, hence
we would have (a | 8+ sa) <0 by 1.3.6. On the other hand, we would have

0> (a| B+sa)=(a] B) +s(a]a) > (a] B) +r(a|a) = (a| B+ra) >0

what is clearly impossible. Therefore, we have a contradiction and (i) holds.
Clearly,

sa(f+ja) =p—a*(Bla—ja=LF—(j+n(Ba)a
for any j € Z. Therefore, s,(S) = S. The function j — —(j + n(5,a)) is a
decreasing bijection of I onto I. Therefore, —p—n(8,«) = —g and p—q = —n(8, a).
This proves (iii). In addition, we have

sa(B+pa)=08—-(p+n(B,a))a=p—qa
and (ii) holds. O

The set S is called the a-string determined by B. The root 8 — q« is the start
and 8 + pa is the end of the a-string S. The integer p + ¢ is the length of the
a-string S and denoted by ¢(.9).

1.3.8. COROLLARY. The length of an «-string can be 0, 1, 2 or 3.

PROOF. Let S be an a-string and § its start. Then ¢ = 0 in the notation of
1.3.7. By (iii), it follows that p = —n(8,«). Since « and 8 are not proportional,
and p > 0, by the tables on page 150, we see that the possible values of n(f, «) are
0, —1, —2 and —3. ]

We also observe the following fact.

1.3.9. COROLLARY. Let «, B be two roots not proportional to each other. As-
sume that o+ B is a root. Let S be the a-string determined by B, 8 — qa its start
and B + pa its end. Then

o+ 617 _ a+1
181> p

PROOF. Since 8 and 8+ « are in S the length of S is > 1.

If £(S) = 1, B has to be the start of the string and 5 + « the end, i.e., g =0
and p = 1. By 1.3.7, we see that s,(8) = 8+ a. It follows that ||a+ 8| = || 8] and
the equality hold.

If £(S) = 2 and S is the start of S, the end of the string is 8 + 2a. Hence,
g = 0and p = 2. By 1.3.7, we have s,(8) = 8 + 2a. Hence, o*(8) = —2 and
(a | B) = —|la/|>. From the table on the page 150, it follows that

1
llort BI% = llell* + 2( [ B) + 1817 = —lledl® + 18] = S 181I*

and the equality holds.
If £(S) = 2 and § is not the start of S, 8 + « has to be the end of S. Hence,
g=landp=1. If y =0 — «, 7 is the start of S, and by the preceding case

1
lor 411 = 511"
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Since so(7) = 8 + « this implies that

1
1812 = 518+ al?

and the equality holds.

If £(S) = 3 and S is the start of S, the end of the string is 5+ 3. Hence, ¢ =0
and p = 3. Hence, we have n(3,a) = —3 by 1.3.7. From the table on page 150, we
see that ||8]|* = 3[|a||>. Moreover, a*(8) = —3 and (o | ) = —3||al/®. It follows
that

1
llor+ BII* = lled* +2(cc [ B) + 181" = =2[}ell* + 18I]* = 31 81I*

and the equality holds.

If £(S) =3 and 8 — « is the start of S, the end of the string is 8 + 2. Hence,
g =1and p=2. By 1.3.7, we have s,(8) = 8+« and || || = ||+ 3||. This implies
that the equality holds.

Finally, if £(S) = 3 and 8 — 2« is the start of S, the end of the string is 8 + «.
Hence, g =2 and p = 1. By 1.3.7, v = so(S+ ) is the start of S and s,(8) = v+ a.
This implies that

lot 812 _ Iz _
18117 7+ al?
by the first case. This implies that the equality holds. (I

2. Root system of a semisimple Lie algebra

2.1. Roots. Let g be a semisimple Lie algebra over an algebraically closed
field k. Let h be a Cartan subalgebra of g. By 4.5.3.1 and 4.5.3.3, b is a maximal
abelian Lie subalgebra consisting of semisimple elements.

For any linear form « € h*, we put

go ={z € g|[h,a] = a(h)z,h €b}.

Clearly, g, is a linear subspace of g. Moreover, we have the following result.

2.1.1. LEMMA. Let o, 8 € b*. Then

(80, 85] C Bats-
PROOF. Let x € g and y € gg. Then, for any H € h we have
(ad H)([z,y]) = [(ad H)z, y] + [z, (ad H)y]
= a(H)[z,y] + (H)[z, y] = (o + B)(H)[z, y].

Hence, we have [z, y] € ga+s- O

2.1.2. LEMMA. go = h.

PROOF. By 4.5.5.1, there exists a regular element by € b such that b = g(hg,0).
Since hg is semisimple by 4.5.3.4, we see that
b={ze€g][ho,z] =0}.
Therefore, go C . On the other hand, since b is abelian, for any H, H € b, we
have [H,H'] =0 and ad(H)(H') = 0. Hence H' € go. It follows that h =go. O

If @ # 0 and g, # {0}, a is a root of g with respect to h. We denote by R the
set of all roots of g with respect to b.



2. ROOT SYSTEM OF A SEMISIMPLE LIE ALGEBRA 153

2.1.3. LEMMA.

0=b® P o

aER

PROOF. Since h is an abelian Lie algebra consisting of semisimple elements,
the linear maps ad H, H € b form a commuting family of semisimple linear maps
on g. This immediately implies the statement. O

In particular, the set R is finite.

2.1.4. LEMMA. (i) Let o, € RU{0} such that a+ B # 0. Then g, is
orthogonal to gg with respect to the Killing form.
The restriction of the Killing form to go X g—o induces a nondegen-
erate pairing.
The restriction of the Killing form to b x b is nondegenerate.
(ii) Let * € go, Y €E 9—a and h € h. Then [z,y] € b and
B(h, [z,y]) = a(h) B(z,y).
PROOF. (i) Let = € go and y € gg. Then, for any v € RU {0}, we have

(ad(z) ad(y))(g+) C Gytats-
It follows that the block diagonal matrix of ad(z) ad(y) with respect to the decom-
position g = h ® P, g4 has zero blocks on the diagonal. Therefore, B(z,y) =
tr(ad(x)ad(y)) = 0.

This implies that gg is orthogonal to g, for all § # —a. Since the Killing
form is nondegenerate on g by 4.4.1.1, it follows that the pairing of g, with g_, is
nonedgenerate for all & € RU{0}.

(ii) Clearly, we have [z,y] € [ga, 9—a] C go = b. Therefore, it follows that

B(ha [‘Tvy]) = _B([‘th]vy) = B([hv‘r]ay) = O‘(h)B(xvy)

2.1.5. PROPOSITION. Let o € R. Then:
(i) dimg, = 1.

(ii) The space bo = [Gas -] C b is one-dimensional. There exists a unique
H, € Y, such that a(H,) = 2.

(iii) The subspace

Sa = ba D ga D g-a
is a Lie subalgebra of g.

(iv) Let Xy € 9o, Xo # 0. Then there exists a unique element X_, € g_gq
such that [Xa, X_o| = Hy. Let ¢ : 5l(2,k) — g be the linear map defined
by

ple) = Xa, o(f) =X-a, ¢(h)=Ha.
Then ¢ is a Lie algebra isomorphism of sl(2,k) onto 5.

PRrROOF. Since the restriction of the Killing form B to § x b is nondegenerate
by 2.1.4, there exists h,, € b such that

B(ha, H) = a(H) for all H € b.
Let € g, and y € g_,. Then, [z,y] € h and
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by 2.1.4.(ii). Therefore, by nondegeneracy of the Killing form on § x b, it follows
that
[z,y] = B(z,y)ha-

Hence, b, is at most one-dimensional. On the other hand, since the Killing form
induces a nondegenerate pairing of g, with g_, by 2.1.4.(i), we conclude that for any
Z € ga, x # 0, there exists y € g_, such that B(x,y) # 0. This in turn implies that
[,y] # 0. Therefore, [gqa, §—q] is different from zero, and [ga, §—a] = kha = ba.

Clearly, we can choose  and y so that B(x,y) = 1. Then [z,y] = h,. Moreover,
we have

[ha,.%'] = a(hq), [hou y] = —a(ha)y.

Then, the subspace n spanned by z, y and h, is a Lie subalgebra of g. Assume
that a(h,) = 0. Then C'(n) = kh, and C*(n) = 0. Hence, n is nilpotent. In
particular, it is solvable and by 4.1.6.3, there exists a basis in which ad z, z € n, are
represented by upper triangular matrices. In addition, in this basis, all matrices of
ad z, z € C!(n), are nilpotent. In particular ad h,, is nilpotent. This contradict the
fact that h, is semisimple. Therefore, a(hy) # 0.

It follows that we can find H,, € b, such that «(H,) = 2. Moreover, it is clear
that for any X, € go, Xo # 0, one can find X_, € g_, such that

[Xo, X_0] = Hq.
Then we have
[Ho, Xo| = a(Ho)Xo =2X0 [Ho, X 0] = —a(Hp) X o = —2X_,.
Therefore, the linear map ¢ : s[(2, k) — g defined by
ple) = X, @(f) =X_a, ¢(h)=Ha

is an isomorphism of s[(2, k) onto the Lie subalgebra s, spanned by X,, X_, and
H,.

Assume that dimg, > 1. Let y € g_q, y # 0. Then  — B(z,y) is a linear
form on g,, and there exists X, € go, Xo # 0, such that B(X,,y) = 0. We pick
an X_, € g_, which satisfies the above conditions. then, the composition of ¢
with the adjoint representation defines a representation p of s[(2, k) on g. Also, by
the preceding discussion, we have

ple)y = [Xa,yl = B(Xa,y)ha =0
and
p(h)y = [Ha,y] = —20(Ha) = —2y.
It follows that y is a primitive vector of weight —2 for p. Since p is obviously

finite-dimensional, this contradicts 4.4.7.2. Hence, dimg, = 1.
Since dim g_, = 1, the vector X_,, such that [X,, X_4] = H, is unique. O

This result has the following consequences.
2.1.6. COROLLARY.

dim g = rank g + Card(R).
2.1.7. COROLLARY. For any H,H' € b, we have

B(H,H') =Y o(H)a(H').
aER
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PRrOOF. Clearly, g, @« € RU {0}, are invariant for ad(H). Moreover, since b
is abelian, ad(H) induces 0 on h. Moreover, it induces multiplication by a(H) on
ga, @ € R. Since dim g, = 1, the assertion follows. O

2.1.8. COROLLARY. The set R spans h*.

PRrROOF. Let H € b be such that a(H) = 0 for all « € R. Then we have
ad H = 0 and, by 4.1.3.2, this implies that H = 0. This clearly implies that R
spans h*. O

2.1.9. LEMMA. Let a, 8 € R. Then

(i) B(Ha) € Z;
(ii) B(Ha, Hg) € Z.

PROOF. Let ¢ : sl(2,k) — g be the Lie algebra morphism satisfying

(p(e) = Xa, (p(f) =X o, Sp(h) = H,,

which constructed in the proof of 2.1.5. Since the composition p of ¢ with the
adjoint representation is a representation of sl(2,k), the eigenvalues of p(h) are
integers by 4.4.7.4. Therefore, 3(H,) € Z for all § € R. This proves (i).

(ii) follows from 2.1.7. O

2.1.10. THEOREM. Let g be a semisimple Lie algebra over k and by a Cartan
subalgebra in g. Let R be the set of all roots of (g,bh). Then:

(i) R is a reduced root system in h*;
(ii) the dual root system R* of R is equal to {Hy; o € R}.

PROOF. By 2.1.8 we know that R spans h*. Also, by 2.1.9, we know that
B(H,) are integers for any «, 3 € R.

Fix , 8 € R. We claim that 8 — 8(H, ) is also a root. Let y € gg, y # 0, and
p = B(H,). Let ¢ :sl(2,k) — g be the Lie algebra morphism satisfying

(p(e) = Xa, (p(f) =X o, Sp(h) = H,,

which was constructed in the proof of 2.1.5. Since the composition p of ¢ with the
adjoint representation is a representation of s[(2, k), and

p(h)y = [Ha,y] = B(Ha)y = py.
By 4.4.7.4, we have z = p(f)Py # 0if p > 0; and z = p(e) Py # 0 if p < 0. In both
cases, z € gg—pa- Hence, f —pa € R.
Since a(Hgy) = 2, by 1.1.1, the linear map s, = I — p(H, ® @) is a reflection
with respect to a. Also, by the above discussion,

sa(B) =B —B(Hy)a € R.

It follows that s, (R) C R. Hence, R is a root system. Also, H, is the dual root of
a for any a € R.

It remains to prove that R is reduced. Assume that a € R is such that 2a € R.
Let y € goa, y # 0. If we consider the above representation p of sl(2,k) on g, we
see that

p(h)y = [Ha,y] = 2a(Ha)y = 4y.
Also,
pe)y = [Xa,y] C [Bas 824] C 830 = 0,
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since R is a root system. It follows that y is a primitive vector for p. On the other
hand, we have

4y = p(h)y = p(le; Ny = p(e)p(f)y = [Xas [X—as vl

Since [X_q,y] is in [g—q, 024) C ga, it must be proportional to X,. Hence, the
above commutator is zero, i.e., 4y = 0 and y = 0 contradicting our assumption. It
follows that R is reduced. (|

Let « € R. Then g, and g_, are one-dimensional. Moreover, we can find
Xa € go and X_,, € g_, such that [X,,X_,] = H,. As we already remarked,
the subspace s, = go ® g—a ® [ga,F—a] is a Lie subalgebra of g and the linear
map ¢ : sl(2,k) — s, given by ¢(h) = Hy, ¢(e) = X, and o(f) = X_,, is an
isomorphism of Lie algebras.

2.1.11. PROPOSITION. (i) Let o,8 € R be two non-proportional roots.
Let S be the a-string determined by 8 and

gs = @gw

~yeES

Then gs is an irreducible s,-submodule.
(ii) If a, B € R are such that o + 3 € R, then

(90, 98] = Batp-

PRrROOF. (i) Clearly, by 2.1.5, dim gg = 4(S) + 1.
Let p be the composition of ¢ with the adjoint representation. Let v € S.
Then, we have

p(h)(gy) C [,8+] = g+, p(e)(8+) C [8a; 81| = Batys P(F)(84) C [8-0s84] = B—atn-

Therefore, gg is invariant for p.

By 1.3.7, there exist p,q € Z such that I = {j € Z | 8 + ja € S} = [—q, p].
This implies that ¢(S) = p+ ¢ and dimgg = p+ ¢+ 1. For any nonzero y € gg+pa,
we have

p(e)y = [Xouy] € 98+(p+1)a = {0}7
since B+ (p+ 1)a ¢ R. Also, by 1.3.7, we have

p(h)y = [Ha,y] = (B + pa)(Ha)y = (@™ (B) + 2p)y = (n(B, @) +2p)y = (p + )y

Hence, y is a primitive vector of weight p + q.
Let
{0}=VhcViC...Vho1 C Vi =gs

be a maximal flag of invariant subspaces for the representation p. Then, there exists
1 <p <mn,suchthat y € V, and y ¢ V,_1. Hence, the projection g of y into the
quotient module V,,/V,,_; is a primitive vector of weight p + ¢. Since this module
is irreducible, by 4.4.7.3, its dimension is equal to p + ¢ + 1. Hence, it is equal to
the dimension of gg. It follows that p =n =1 and gg is irreducible.

(ii) Assume that that o, 8 € R and a+ 8 € R. Since R is reduced, o and j3 are
not proportional. Moreover, if S is the a-string determined by 8, 8 — qa its start
and 8 + pa its end, we see that p > 1. Let v = 8+ ja € S. Then for any y € g,
we have

p(h)y = [Ha,y] = v(Ha)y = (B(Ha) + 25)y = (n(B, @) +25)y = (¢ — p + 2j)y-
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Since gg is irreducible by (i), by 4.4.7.3, the only primitive vectors in it have weight
p+gq, i.e., correspond to j = p. Therefore, gg doesn’t contain any primitive vectors
and [ga,088] = p(e)(gg) # 0. On the other hand, [g.,gg] is contained in the one-
dimensional subspace go+s. Therefore, we have [gq, 93] = ga+s- O

2.2. Structure constants. From the preceding discussion, we see that a
semisimple Lie algebra g is spanned by its Cartan subalgebra h and the root spaces
go, @ € R. Moreover, for each « in R, we can pick a vector X, which spans g,
such that [X,, X_,] = H,. In this case,

[H, X,.] =a(H)X,

for any H € hh and o € R. Therefore, the structure of g is completely determined
by the commutators [X,, Xg] where o, € R and 8 # —a. Clearly, in this case,
we have
[Xa,Xﬂ]={?V’ . %fa-l—ﬁﬁRj
a,fAa+p, fat+peRr
where N, g are nonzero elements in k£ by 2.1.11. These structure constants com-
pletely determine the additional structure of g.

Let « € R. Let ¢ : sl(2,k) — g be the Lie algebra morphism satisfying
ole) = X, o(f) = X_, and ¢(h) = H, which was constructed in the proof of
2.1.5. Let S be another root such that o + 8 is a root. Let S be the a-string
determined by B. As before, let § — ga be the start and S + pa be the end
of S. By 2.1.11 we know that gg is an irreducible sl(2, k)-module of dimension
US)+1=p+qg+1. Since S+ (p+ 1)a is not a root, [X,, Xgipa] = 0 and
v = Xgypa is a primitive vector of this module. If we put

1 1
ok = 15 (ad @(£))*v = (2 X_a)" Xg1pa € 054 p-ja

for 0 < k < p+q, we see from 4.4.7.3 that they form a basis of gg. In addition, we
have

ad X_,(ad Xo (vy)) = ad o(f)(ad 9(€) (1)) = (¢ + 1) ad p(f)(vp—1) = p(g + 1)v,.
Since v, is proportional to Xz, this immediately implies that
ad X_,(ad Xo) X5 = p(g+ 1) Xp.
On the other hand, we have
ad X_o(ad Xo)Xp = [X—q, [Xa, Xg]] = Na,s[X-a; Xats] = Na,sN-a,a+5Xs-
Therefore, we established the following result.
2.2.1. LEMMA. Let o, 8 be two roots such that o+ 3 € R. Then
NagN-aats =p(g+1).
By the invariance of the Killing form, we have
B(Hu,, Hy) = B([Xa, X-a], Ha) = —B([X -0, Xa], Ha)
= —B(X,, [Ha, X—a]) =2B(Xa, X—a)-
Hence, we have the following result.

2.2.2. LEMMA. Let « € R. Then
1
EB(HQ,HQ) = B(Xa, X_0).
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In addition, by the invariance of the Killing form, we have

N_a,at+sB(Xg, X_p) = B([X-a, Xats], X—5)
= —B(Xays, [Xoa, X_5]) = =N_qa,—sB(Xatp, X—a—p)-

Therefore, by 2.2.2, we have the following result.
2.2.3. LEMMA. Let a, 8 be two roots such that o+ 3 € R. Then we have
N-w.atpB(Hp, Hg) = =N—a,-sB(Hatp, Hayp)-

By 2.1.7, the restriction of the Killing form on h x b is invariant under the action
of Aut(R*). Consider the linear subspace of h* spanned by R over Q. By 2.1.7,
the Killing form restricted to this subspace is an inner product, which agrees with
the one we used in 1.3. Under this inner product, the dual root of H,, is identified
with a = (HiHﬁ Hence, we have
1

[Haoll = 2572
[ Ha|

| =

2
(Ho|Ho)

This implies that
1

B(Hy Hy) = 4——.
el

Therefore, the above result implies that

Nevats _ _ N-ao-p

18117 o+ B
and
Newss _ lla+BI2 _ g+1
N_q,048 1811? p

by 1.3.9. By multiplying this with 2.2.1 we get
NogN-a,-p = —(q+1)%
2.2.4. LEMMA. Let a, 8 be two roots such that o+ 3 € R. Then we have
NogN_qa,—p=—(q+1)%

We are going to see later that we can chose X, o € R, in such way that N, g =
—N_q g for all a, 8 € R. This implies that in this situation Niﬁ =(qg+1)?% ie,
the structure constants N, g are up to a sign equal to ¢+ 1. In particular, they are
integers.

3. Bases of root systems and Weyl groups

3.1. Indivisible roots. Let R be a root system in V. Let Ry be the set of
all indivisible roots in R.

3.1.1. LEMMA. Let R be a root system in V.

(i) The set Ry of all indivisible roots o in R is a root system in V.
(ii) The root system Ry is reduced.
(iii) The Weyl group W (Ry) iis equal to W (R).
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PROOF. Clearly, the set of indivisible roots in R spans V. Let o be in Ry and
B € R. Assume that sg(«) is divisible. Then we would have sg(a) = 27y for some
root v in R. This in turn would imply that o = 2s3(y), contrary to our assumption.
Hence sg(«) is indivisible. It follows that s, (Ro) = Rp.

(ii) This is clear from the definition.

(iii) Let « be a indivisible root in R such that 2« is a root. Then s, = sa4.
Therefore, W(R) and W (Ry) have the same set of generators. O

3.2. Bases of root systems. A basis B of a root system R is a finite set of
roots such that
(i) B is a basis of V;
(ii) any root v in R is
a=) msB
BeEB
where mg, 3 € B, are integers and have the same sign.

We want to show that bases of root systems exist. First, we show that we can
assume that R is a reduced root system.

3.2.1. LEMMA. Let R be a root system and Ry the root system of indivisible
roots in R.
(i) If B is a basis of the root system R all roots in B are indivisible and B is
a basis of Ry.
(ii) If B is a basis of Ry, B is a basis of R.
PROOF. (i) Assume that « is a root in B. If « is not indivisible, @ = 2 for
6 € R. Hence, we would have 8 = %a, contradicting the definition of basis. Hence

all roots in B are indivisible. Clearly, B is a basis of Ry.
(ii) is evident. O

Now we can assume that V' is a real vector space. Also, we can assume that V
is equipped with an inner product which is invariant under Aut(R).
We start with a simple result.

3.2.2. LEMMA. Let B be a finite set of vectors in V such that o, B € B implies
that (o | B) < 0 for o # B. Assume that there exists a vector v € V' such that
(v]| @) >0 for all « € B. Then B is linearly independent.

PROOF. Assume that B is linearly dependent. Let ) _p5coc = 0 be a non-
trivial linear combination of vectors in B. Let B’ = {a € B | ¢, > 0} and
B"” = {a € B| ¢y < 0}. Clearly, either B’ or B” must be nonempty. Let

u = Z Cat = — Z Cal.
aEB’ aEB”
Then, by our assumptions, we have
(wluy==3 3 cacplalB) <0.
a€B’ BEB"
Therefore, we must have u = 0. Assume that B’ is nonempty. Then

0=(v|u)= an(v|a).

aEB’
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Since all terms in the sum are strictly positive, we have a contradiction. If B” is
nonempty, the proof is analogous. O

Now we prove the existence of bases of root systems.

3.2.3. LEMMA. Let R be a root system in V and « an indivisible root in R.
Then there exists a basis B of R containing o.

PROOF. As we remarked, we can assume that R is reduced. Let V' be the
subspace orthogonal to . Any root 5 in R different from « or —« is not orthogonal
to V’. Therefore, there exists a vector v € V' such that (u | 8) # 0 for all
8 € R different from o or —a. Assume that a is the smallest number of the set
{l(u|B) | B € R—{—a,a}}. Let e < §. By continuity, there exists a neighborhood
U of win V such that v € U implies that |(v | a)] < € and |(v | 8)| > € for
B € R—{—a,a}. Wepick v € U such that (v | @) > 0. Then we have 0 < (v | ) < €
and |(v | B)] >efor B € R—{—a,a}.

Put Rf = {8 € R | (v]| B) > 0}. Clearly, R is a disjoint union of R; and
—R;}. Moreover, « is in R

We say that a root 8 in R} is indecomposable if it is not equal to sum of two
vectors 7,8 € RF. Let B be the set of all indecomposable roots in R;}. We claim
that B is a basis of the root system R.

The set F = {(v | B) | B € R} is a finite set of positive numbers. By our
construction, ¢ = (v | «) is the smallest element of this set. For any other root S
in R} we have (v | 8) > ¢. If a is decomposable, we would have o = /3 + v where
B, € R;. This would imply that

c=@la)=(|B)+(v]|7)
with (v | 8) and (v | ) positive numbers strictly less than ¢, what is impossible.
Therefore « is indecomposable, i.e., o € B.

Let 8 and 7 be two different roots in B. Assume that (8 | ) > 0. Then, by
1.3.6, 6 = 8 —~ is aroot. Assume that § is in R;". This would imply that 8 = v+4.
This is impossible, since 3 is indecomposable. Therefore, —§ must be in R;}". But
in this case we would have v = 8 4 (—0), what contradicts the indecomposability
of v. Hence, (8] ~) < 0. By 3.2.2, the set B is linearly independent.

Now we prove that any root in R is a sum of roots in B. The proof is by
induction on the ordering on the finite set F. We already proved that (v | 8) = ¢
implies that 3 = a. Assume that the statement holds for all roots 8 in R such
that (v | 8) < d for some d € F. Let 8 be a root such that (v | ) =d. If S isin B
we are done. Otherwise, 5 is decomposable and by the above argument 8 =y 4§
with (v | 7) and (v | 8) positive numbers strictly less than d. By the induction
assumption, v and ¢ are sums of roots in B. Therefore, 5 is a sum of roots in B.

If B is a root in —R}, —B is a sum of roots in B. Therefore B satisfies the
property (ii). On the other hand, R spans V', so B is a basis of the vector space
V. O

The consequence of this lemma is the following result.
3.2.4. THEOREM. Let R be a root system. Then there exists a basis B of R.

3.3. Positive roots. Let B be a basis of R. We denote by RT the set of all
roots in R which are sums of roots in B. The set RY is the set of positive roots in
R attached to B. Obviously we have that R = Rt U(—R") and R N (—R™) = 0.
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3.3.1. LEMMA. The basis B is completely determined by RT.

PROOF. Assume that we have two bases B and B’ which determine the same
positive root system. Let o be an element in B. Then « is a sum of roots in B’.
Analogously, any 8 € B’ is a sum of roots in B. If the first sum has more than one
nonzero term, we would have a contradiction. Therefore, o has to be in B’. This
implies B C B’. Therefore B = B'. O

A set of roots P C R is closed if a+ 8 € P for any «, 8 € P such that o+ (3 is
a root. If B is a basis of R and RT the corresponding set of positive roots, R is
a closed set of roots.

3.3.2. PROPOSITION. Let P be a closed set of roots such that P N (—P) = (.
Then there exists a basis B of R such that P is a subset of the set of positive roots
R* attached to B.

PROOF. Let = a1 +as+---+aq for oy € P and ¢ > 1. We claim that 8 # 0.
The proof is by induction in ¢. If ¢ = 1, the assertion is obvious.

Assume that ¢ > 1 and 8 =0. Then oy = —(az +--- + a4) and

q
0< (041 | 041) = —Z(aﬂai).
i=2

Therefore, there exists 2 < j < ¢ such that (aq | ;) < 0. By 1.3.6, this implies that
oy + o is a root. Since a; and a; are in P and P is closed, the root ay + a; € P.
Therefore, we have

0:[3:((3&14—04]')4— Z (673

i=2,i£]

is a sum of ¢ — 1 roots in P. This contradicts the induction assumption.

We claim that there exists v € P such that (y | @) > 0 for all @ € P. Assume
the opposite. Then for any 8 € P there would exist a € P such that (8 | «) < 0.
By 1.3.6, this would imply that 5 + « is a root, and 8 4+ a € P. This would imply
that there exists a sequence () in P such that a3 + @2 + -+ + a,, € P for any
n € N. Since P is a finite set, we would have oy, + apy1 + -+ + oy = 0 for some
p < ¢ in N. This would contradict the above statement.

Therefore, there exists a nonzero vector v € V such that (a | v) > 0 for all
acP.

Now we can complete the proof by induction in rank R. The statement is
obvious if rank R = 1. Assume that rank R > 1. Let R; be the set of roots
perpendicular to v. Denote by V; the linear subspace of V' spanned by R;. Clearly,
R; is aroot system in V; and rank Ry < rank R. Moreover, PNR; is a closed subset
of R satisfying the assumptions. Hence, there exists a basis By of Ry such that the
corresponding set of positive roots contains P, = PN R;. This in turn implies that
there exists a vector u € V4 such that (o | u) > 0 for @ € By. Hence, (o | u) > 0 for
all @ in P;. By the construction, |(v | 8)| > 0 for all roots in 8 € R — Ry. Assume
that € > 0 is such that |(v|8)| > € for all 8 € R — R;. By shortening u, we can
assume that |(u | 5)| < e for all B € R — Ry. Then

(v +ulB) = |[(w|B)]=I[u]B)>0
for B € R — R;. On the other hand,
(wtu|B)=(u|B)#0
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for 8 € R;y. Therefore, (v+u | §) # 0 for all 3 € R. By the proof of 3.2.3, we know
that there exists a basis B of R such that R ={a € R | ((v+u|«a) > 0}.
On the other hand, for 5 € P, we have

(vt+u|B)=(u|B)>0
and P, C RT. If 3 € P — Py, we have
(wtul[B)=@[B)+(u|B)>e—e=0
and 3 € RT. It follows that P C R™. O

3.3.3. COROLLARY. Let P be a closed subset of the root system R such that
PN (—P)=10 and PU(—P) = R. Then there exists a basis B of R such that P is
equal to the set of positive roots R attached to B.

PROOF. By 3.3.2 there exists a basis B such that P C R*. On the other hand,
R is a disjoint union of P and —P, so Card(P) = 3 Card(R) = Card(R™). Hence,
we must have P = RT. O

3.4. Weyl groups and bases. Let B is the set of all bases of R. For any
basis B and automorphism A of R, A(B) is again a basis of R. Therefore, the
group Aut(R) acts on the set 5. We want to study this action. As we remarked,
we can assume that R is a reduced root system.

First we need some preparation.

3.4.1. LEMMA. Let R be a reduced root system. Let a be a root in B. Then s,
permutes RT — {a}.

PRrROOF. Let v be a positive root different from «. Then
v = Z mgf + mao
peB—{a}
where m, and mg are nonnegative integers. Moreover, since v is not «, at least

one of mg is strictly positive.
Now, we have

sa(7) = Z mgsa(f) —maa = Z mgf — Z mga”(B) +mq | .
BeB—{a} peB—{a} peB—{a}
Since at least one mg is strictly positive, sq(y) has to be a positive root different

from . O

Let R be a reduced root system. Let p be the half-sum of roots in R*. Then
we have the following result.

3.4.2. COROLLARY. For any simple root o € B we have
(i)
salp) =p— o
(ii)) a*(p) = 1.
PRrROOF. By 3.4.1, s, permutes elements of RT — {a} and maps a into —a.

Hence, we have s,(2p) = 2p — 2« what implies the first statement. It immediately
implies the second. ([
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Let W(R) be the Weyl group of R. For a basis B of R consider the subgroup
Wg of W(R) generated by reflections s,, a € B.

3.4.3. LEMMA. Let v € V. Then there exists an element w of Wg such that
(w-v|a) >0 for any o € B.

PROOF. Let w € Wg be an element such that (w - v | p) is maximal possible.
Then, for any « in B, we have

(w-v]p) = ((saw)-v|p)=(w-v|sap) =(w-v|p—a)=(w-v]p)—(w-v|a)
by 3.4.2. This in turn implies that (w-v | &) > 0 for all @ € B. O

Now we can prove the following result.
3.4.4. LEMMA. The group Wpg acts transitively on B.

PROOF. Let B’ be another basis of R. Then there exists a vector v € V such
that (v | 8) > 0 for all 8 € B’. This implies that (v | ) > 0 for all positive
roots with respect to B’, and therefore (v | 8) # 0 for all roots in R. By 3.4.3,
there exists w € Wpg such that (w-v | @) > 0 for all @« € B. This in turn
implies that (v | w™'a) > 0 for all @ € B. Therefore, (v | a) > 0 for all roots
a € w™(B). It follows that B’ and w~!(B) determine the same set of positive
roots in R. Therefore, by 3.3.1, we must have B’ = w(B). O

This result has two important consequences.
3.4.5. THEOREM. The Weyl group W (R) acts transitively on B.
3.4.6. THEOREM. Let B be a basis of R. Then W (R) is generated by s, o € B.

PROOF. Let o be a root in R. Then by 3.2.3, there exists a basis B’ of R
containing «. By 3.4.4, there exists w € Wpg such that w(B’) = B. In particular,
wo € B and Sya € Wa. Since sypa = wsew ', we see that sq = w ' spaw € Wa.
Therefore, for any root «, the reflection s, is in Wpg. This implies that Wg =
W(R). O

3.5. Length function on the Weyl group. Let R be a reduced root system
and B its basis. Denote by R the corresponding set of positive roots.

Let S = {sq;a € B}. By 3.4.6, the reflections in S generate the Weyl group
W(R) of R.

Therefore, any w € W(R) can be written as a product w = 4, 8a, - * - Sq, for
some elements v, g, -, in B. We say that the length {(w) = lg(w) is the
smallest number ¢ > 0 such that w is the product of ¢ elements of .S. We say that
a reduced expression of w is any sequence (s1, 2, , 8¢) of elements of S such that
w= 818284 and ¢ = {(w).

Then 1 is the unique element of W(R) of length 0 and S consists of elements
of length 1.

The function ¢ : W(R) — Z, is called the length function on W(R) with
respect to S.

3.5.1. LEMMA. We have

(i) l(w) = L(w™Y) for any w € W(R);

(ii) L(ww'") < L(w) + L(w') for any w,w' € W;
(iii) [(w) — L(w")| < L(ww'™Y) for any w,w' € W.
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PROOF. (i) Let w = s1s9---5, with ¢ = £(w). Then w™! = s48,-1 - s1.
Hence ¢(w™!) < #(w). This in turn implies that f(w) = £((w™1)71) < H(w™?) <
{(w). Tt follows that f(w) = £(w™1).

(ii) Let w,w’ € W(R). Let (s1,82,--,sp) and (s},s5---,s;) be the re-
duced expressions of w and w’ respectively. Then ww' = s153--- sp8755 - -+ s, and
((ww') < p+q=L(w)+qg).

(iii) From (ii) we see that ¢(w) < ¢(ww'~')+£¢(w’). Hence we have £(w)—f(w') <
f(ww'~1). Switching w and w’ we get f(w') — f(w) < £(w'w™t). By (i), we have
that £(w'w™!) = £((ww' =) 1) = ¢(ww'~1). This implies (iii). O

3.5.2. THEOREM. For any w € W(R) we have

{(w) = Card(RT N (—wR™)).

PROOF. We prove this statement by induction in £(w). Clearly the statement
is true for w =1, i.e., for {(w) = 0.

Let w € W(R) and o € B. Then

RY N (—sqwRY) = sa(so RT N (—wRY))
=sa((R" —{a}) N (-wR")) Usa({—a} N (-wR")),
since s, permutes the roots in R — {a} by 3.4.1. There are two possibilities:
(a) a € wR*. Then
(RT —{a})N(~wR") = R" N (—wR™)
and
Card(RT N (—sqwR")) = Card(RT N (—wR™)) + 1.
(b) @ € —wR™. Then
Card(R" N (—sqwR™)) = Card(R" N (—wR™)) — 1.
Now we can prove the induction step. Assume that there exists k € Z such that
the assertion holds for all v € W such that £(v) < k. Let w € W(R) be an element

with ¢(w) = k + 1. Then there exists « € B and w’ € W such that w = s,w’ and
(w) = £(w') + 1. By the induction assumption, the assertion holds for w’, i.e.,

Card(RT N (—w'R")) = k.
Assume that
Card(RT N (—wR™)) # k + 1.
By the above discussion, we must have o € —w/R*. Therefore, w' 'a ¢ R*.

Assume that w' = s, 50, ...S8q, is a reduced expression of w’. Then we have
Sag - - SasSa, @ & RT. Since a € B C R, there exists 1 < j < k such that

Sa; ---Say € R and sq,,, ... Sa, & RY.

Since reflection with respect to the simple root aj+1 permutes RT — {a 41} we see
that

Saj s S O = Oy
Hence, we have
-1
Saji1 = Ssaj...sala = (Saj cee Sal)sa(saj o Sal) )
and

Say -+ Sa;Sa;11 = SaSay - -+ Sa-
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Therefore,
W= SqW = SaSa, ---Say = SaSay -+ Sa;Sai1 -+ Sar = Say - Sa;Sas - Sans
what contradicts £(w) = k + 1. Therefore, the statement must hold for w. O

The following result follows from the proof of the theorem.

3.5.3. COROLLARY. Letw € W and a € B. Then either
(i) a € wR* and {(sqw) = l(w) + 1, or
(i) @ € —wR' and {(sqw) = L(w) — 1.

Moreover, we have the following simple observation.
3.5.4. COROLLARY. Let w € W(R) be such that w(B) = B. Then w = 1.

PROOF. By our assumption we have w(R™) = RT. Therefore RN(—wR™) = (.
By 3.5.2, it follows that £(w) = 1. Therefore, w = 1. O

This result has the following important consequence.
3.5.5. THEOREM. The Weyl group W (R) acts simply transitively on B.

3.6. The longest element. Assume that R is a reduced root system. Let
w € W(R). Then, by 3.5.2, we have

{(w) < Card(RT) = % Card(R).

Since W(R) acts simply transitively on set B of all bases in R, there exists a
unique element wy € W such that wg(B) = —B. Therefore, we have wo(R') =
—R*. By 3.5.2, we have f(wy) = Card(RT N (—wo(RT))) = Card(RT). Any
element w of that length has to satisfy —w(R*) = RT, i.e., w(RT) = —RT and
w(B) = —B. Since W(R) acts simply transitively on B, we have w = wy. It follows
that wg is the unique element of maximal length.

Moreover, w3(B) = B. Hence, w¢ = 1, i.e., wo = wy "

In addition, we have

l(wwp) = Card(RT N (—wwo(R))) = Card(R* N (w(R)))
= Card(RT—(RTN(—w(R™)))) = Card(R")—Card(RTN(—w(R"))) = £(wo)—£(w)

for any w € W.
This in turn implies that

Uwow) = £((wow) ™) = £(w™ wy) = £(wo) — £(w™ ") = £(wo) — £(w)
for any w € W.

4. Relations defining semisimple Lie algebra

4.1. Triangular decomposition of semisimple Lie algebras. Let g be a
semisimple Lie algebra over an algebraically closed field k. Let h a Cartan subal-
gebra of g. Let R be the root system of (g, ) in h*. Fix a basis B of R and denote
by RT the corresponding set of positive roots in R.

Let
ny = @ go and n_ = @ J—a-

a€Rt a€ERT
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4.1.1. PROPOSITION. (i) The subspaces ny andn_ are Lie subalgebras of

g.
(ii) we have a vector space decomposition

g=n_@ohdn,.

The direct sums by =h @y and b_ = h@&a_ are Lie subalgebras of gw .
Moreover ny is an ideal in by and n_ is an ideal in b_.

PROOF. Let z € g, and y € gg with o, € R*. Then either [z,y] = 0 or
[,y] € gatp with a + 8 € R. Since R" is closed, in the latter case we have
a+ 8 € Rt and [z,y] € ny. By linearity, we see that ny is a Lie subalgebra of g.

Since —B is also a basis of R and —R™ is the corresponding set of positive
roots, the above statement also proves the assertion about n_.

Finally,

nohon, =0 Poa=g9
aER
by 2.1.3. O

Let a be a positive root. Then a = > ;. pmgB with mg € N. We define
m(a) = > cpMa. Clearly m is a function from R* into Z,. If a,f € RT such
that a + 8 € R*, we have m(a + ) = m(«) + m(B). For any k € N, we denote

ng = @ Ja-

m(a)>k

Clearly, (ng, k € N) is a decreasing filtration of ny. We have ny = ny and ny = {0}
for large enough k.

Let o, € R" be such that m(8) > k. Let x € g, and y € gg. Then
[z,y] = 0 or [z,y] € gatp. Since m(a + 5) = m(a) + m(B) > m(a) + 1, we see
that [z, y] € ng+1. By linearity we conclude that [ny,ng] C ngy1. Therefore, ny are
ideals in ny. We claim that C¥(ny) C ny for any k € N. Clearly, n; = n, = C%(ny).
Assume that the statement holds for k. Then we have

C*(ny) = [ny, C*(np)] C [np,me] C gy

By induction, this proves our claim. Since ny = {0} for large k, we see that
Ck(ny) = {0} for large k, i.e., ny is a nilpotent Lie algebra.

By switching B with — B, we also see that n_ is a nilpotent Lie algebra. There-
fore we have the following result.

4.1.2. PROPOSITION. The Lie subalgebras ny and n_ are nilpotent.

4.1.3. LEMMA. Let ay, s, ..., a, be positive roots such that « = a;+ag+- -+
oy, 18 a positive root. Then there exists a permutation © of {1,2,...,n} such that
(1) T Qp2) + -+ + Qnk) 18 a positive Toot forany1 <k <n.

PROOF. As before, we can assume that R is a real root system in V and V is
equipped with an invariant inner product.

The statement is obvious for n = 1. Assume that the statement holds for all
a=ay+ay+---+apfork <n. Leta=a +a+ -+ «,. Assume that
(a]a;) <0forall 1 <j<mn.Then

n
O<(a|a):Z(a|aj)§O,

i=1
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what is impossible. Hence, there exists 1 < j < n such that (« | ;) < 0. Hence,
by 1.3.6, we know that a — «; is a root. Hence o = S+ aj and = a1 +--- +
01+ a1 + -+ -+ . Since the induction assumption applies to 3, the assertion
follows. O

4.1.4. THEOREM. (i) Let Xo be nonzero vectors in go for a € B. Then
(Xao; o € B) generate the Lie algebra ny.
(ii) Let Y, be nonzero vectors in g_o for o € B. Then (Yo;a € B) generate
the Lie algebra n_.
(iii) The vectors (Xa,Ya, Ha; oo € B) generate the Lie algebra g.

PROOF. Let a be a root in RT. Assume that m(«) = k. Then « is a sum of k
roots in B, i.e., « = a1 + a2+ - -+ ap. By 4.1.3, we can pick these simple roots in
such way that a; + o + -+ + o is a root in R* for any 1 < j < k. In particular,
B=c0a1+ay+ -+ ar_1is aroot in RT and o = 8 + ay. Therefore, by 77 we
have [g5, o] = ga-

Consider now the Lie subalgebra u of n; generated by X,, o € B. By the
definition, it contains all root subspaces gg with m(8) = 1. Assume that u contains
all root subspaces gg with m(3) < k. Let o € R* be such that m(a) = k. Then by
the above argument, o = 8 + o with m(8) < k and go = [93, §a,] C u. Hence, u
contains all root subspaces gg with m(8) < k. By induction it follows that u = n.

The proof for n_ follows by replacing the basis B with —B. Finally, (iii) follows
from 2.1.3. O

4.2. Serre identities. The following remarkable identities were observed by
Serre.

4.2.1. LEMMA. Let a and 3 be two different roots in B.
(i) Let Xo € ga, Xp € g3. Then we have

(ad X,) "B+ (X ) = 0.
(ii) Let X_o € g—a, X_p € g—g. Then we have
(ad X_o) "B+ (X 5) = 0.

PROOF. Since a and § are in B, a—f is not a root and we must have n(«, 8) <0
by 1.3.5. Therefore, the exponent in above relation is always positive. Since

(=, —a) = (=a)"(=p) = " () = n(B, @)

for any two roots « and 3, the statement (ii) follows from (i) by switching the basis
B with basis —B.

Consider the a-string S defined by 8. Since 8 — « is not a root, this string
starts with 5. Assume that 8+ pa is its end. Then by 1.3.7, we have p = —n(8, a).
Therefore, the vector (ad X,) "% (X3) = (ad X, )P(X3) € gp+pa and

(ad Xa)in(ﬁﬂ)Jrl(XB) C (ad Xo)(9p+pa) = {0}

since 8+ (p + 1)« is not a root. O
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4.3. Lie algebra defined by Weyl relations. Let R be a reduced root
system in a vector space V defined over an algebraically closed field k. Let r
be the rank of R. Let B = {aj,9,...,a,} be the basis of R. We denote by
n(i,j) = n(a, o), 1 <i,j < r, the Cartan matrix of R with respect to the basis
B.

Let g be the free Lie algebra over k generated by elements H;, X;,Y;, 1 <i <.
Clearly, there exists an endomorphism € of g such that Q(H;) = —H;, Q(X;) =Y;
and Q(Y;) = X; for all 1 <i < r. By definition, we have Q2 = 1. Therefore,  is
an automorphism.

Define the ideal i in g generated by relations:

(W1) [H;,Hj] for all 1 <i,j <w;
(W2) [H;, X,] —n(j,9)X, for all 1 <i,j <r;
(W3) [H;,Y;] +n(j,9)Y; forall 1 <i,j <w;
(W4) [Xl, }/J] — 5i,jHi for all 1 S ’L,j S r.
We call there expressions on the right side of the above equations the Weyl relations.

In this section we want to describe the structure of the Lie algebra gy which
is the quotient of the free Lie algebra g by the ideal i generated by Weyl relations.

First we remark that the Weyl relations are invariant under the action of €.
Therefore, € induces an automorphism of w of the Lie algebra gy . Moreover, we
have w? = 1.

Let U be an r-dimensional complex vector space and T(U) its tensor algebra.
Let e1,€9,...,6, be a basis of U. Then a basis of T'(U) is given by e; = ¢;, ®
€, ® -+ ®e;,, for any multiindex I = (i1,42,...,0m) With 1 < i <7, 1 <k <m,
for any m € Z,. To define a representation of the free Lie algebra g on T'(U) one
arbitrarily assigns the action of the generators (H;, X;,Y:;;1 <14 <r) on T(U).

For a multiindex I = (i1,42,...,%m), we put

n(l,j) = n(iv, j) + nliz, j) + - - + nlim, j)

forall 1 <j<r.
First we define the action of H; by

H;-1=0

and
H; ey =n(l,i)es
for any multiindex I. Then we define the action of X; by

Xl' -1 = €;
and
X;-eg=¢e;Qeg
for all 1.
Finally we define the action of Y; inductively by
Y,-1=0.
If I = (i1,42,...,4m) is a nontrivial multiindex, we put J = (ia,...,im), and define

Yicegr=¢€;, ®Y; - ey — 5i)i1n(J,’L')8J
for all such I.
4.3.1. LEMMA. The ideal i acts trivially on T(U).
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PROOF. Since the action of H;, 1 < i < r, is given by diagonal matrices, they
obviously commute. Hence they satisfy the relation (W1).
Now we consider (W2). First, we have

[Hi,Xj] 1= HlXJ -1 - XJHZ 1= Hl c€5 = n(j,i)ej = TL(],Z)XJ - 1.
also, we have
[Hi,Xj] ey = HZ'X]‘GI — XjHieI = Hi(ej ® 61) - n(I,i)XjeI
= (n(4,9) +n(l,2))(e; @ er) = n(L,i)(e; @ er) = n(5,9)X; - er.

Therefore, (W2) holds.
Now we consider (W4). We have

X, Y- 1=XY; - 1-YV,X;, - 1=-Y,.¢,=—6,Q®Y;-1=0.
J J J J
Moreover, we have
[(Xi,Yj]-er=XiYj-er =Y X; ey =e; @Yj-er — Yj(e; ®ep)
=05 yn(I,i)er = 0;;H; - eg.

This proves (W4).
To prove (W3) we first establish the identity

HY;-er=(n(I,i) —n(4,1)Y; -er

for all 1.
First we observe that

HY; - 1=0=—-n(j,9)Y; 1.
Assume that the identity holds for all basis elements with m < k. By definition,
for I' = (i1,142,...,14%) and J' = (ia,..., i), we have
HiY} -ep =H; - (eil ® Y; . eJ/) — 5i1,jn(I’,j)Hi -ey
=H;- (eil X }/J . GJ/) — 5i11jn(J/,j)n(J/,i) -eygr.
Moreover, by (W2) and the induction assumption, we have
Hi-(ei, ®Yj-ey)=H XY ey =[H; Xy, Y- ey + Xi, HiY; - ey
= n(il, Z)XZI}/J eyt 6, ® Hlifj -egr
=n(is,i)(e;, ®Yj - ey) + (n(J',9) — n(j,i))(es, @Y - eyr)
= (n(I', i) — n(j,9))(e;, @Y - e).
Substituting this into the above relation we get
HiYj-ep = (n(I',i) = n(j,9) (e, ®Yj - eyr) = 0iy yn(J, j)n( ", i)es
= (n(I',4) = n(j,9)) (e, @Y - eqr — 0y yn(J', jles) = (I, i) —n(j,1))Y; - epr.

This completes the proof of the above identity.
Therefore, it follows that

[H;,Yj]-er = H;Yj-er —Y;H; - er
= (n(Ivl) - n(]ﬂ’))}/J “er — n(Ivl)}/J “er = _n(jvl)}/J €.
This completes the proof of (W3). O
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Therefore, the action of § on T'(U) factors through g, i.e., the action on T'(U)
satisfies Weyl relations (W1) to (W4). Consider the vector subspace b spanned by
H;, 1 <i<r, in gw. By (W1), this subspace is an abelian Lie subalgebra. Let
(af,al,...,ak) be the dual roots in V* corresponding to (aq,as,...,qa,). Then
they form a basis of V*, and we define a linear map f —— H of V* into gy by
mapping f =Y .._, ¢;af into H =Y _"_, ¢;H; for any ¢; € k. Then the action of H
on T(U) satisfies

H.e; = iCiHi Tl = (i Czn(]ﬂ)) €j

=1 =1

forall 1 <j <r. If H=0, we must have

0= eml(ji) = Y ciaj(ay) = <Z Cﬂf) (@)
i=1 i=1 i=1

forall1 < j <. Since (a1, a2,...,q,) is a basis of V| it follows that E:Zl ciaf = 0.
This in turn implies that ¢; = 0 for all 1 < i < r, i.e.,, f = 0. Therefore, the
linear map f —— H is injective. Hence, we can identify V* with its image b
in gw. Moreover, we can view (H;,1 < i < r) as a basis of h. Also, we can
view o as linear forms on h which take value n(i,j) on H;, 1 < j < r. This in
turn implies that for any multiindex I = (i1, 42, ..., %,) we can define linear forms
ar = a;, + a;, + -+ - + oy, which satisfy ar(H;) =n(l,j) forall 1 <j <r.

By (W2), (W3) and (W4), for any 1 < i < r, the vectors H;, X;,Y; in gw
satisfy the relations

Therefore, the span of H;, X; and Y; is a Lie subalgebra of gy,. Moreover, we can
define a morphism ¢ of the simple Lie algebra sl(2, k) onto this Lie subalgebra by
o(H) = H;, p(F) = X; and ¢(F) = Y;. This morphism is not zero, since H; # 0.
Since sl(2, k) is simple, ¢ is an isomorphism. Therefore, X; # 0 and Y; # 0 in gw
forany 1 <i<r.

Consider the adjoint action of h on gy. Let A € h*. We define the weight
subspace

gwa={zr €gw | (ad H)x = A(H)x for all H € h}.
The vector A € b* is a weight of gy if gw # {0}. Since ad H is a derivation, we
conclude that for any two A, u € h*, we have
Bwn, 0w,u] C Gwr+u-

If S is a set of weights of the adjoint representation is closed, i.e., such that for any
«, B € S such that a + 3 is a weight we have a + 8 € S, we see that

dw.s = D dwa

AeS

is a Lie subalgebra of gy .

Since b C gwo, Xi € Gw,a; and Y; € gw,—q,, for all 1 < i < r, we see that
the generators of gy are in weight subspaces of gy. Therefore, from the above
discussion we have the following result.
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4.3.2. LEMMA. If P is the set of all weights of gw, we have

dw = P dwa-
AeP
Clearly, we have
w(@w,x) = gw,—x
for any weight A.

Let P; be the set of nonzero weights which are sums of elements of B, and
P_ = —P,. Then P, and P_ are closed. Therefore, the sums of corresponding
weight subspaces are Lie subalgebras of gyy .

Denote by n the Lie subalgebra of gy generated by X;, 1 <14 < r. Since X;
are in weight subspaces corresponding to B, we see that n, is contained in the Lie
subalgebra gw,p, .

Also, denote by n_ the Lie subalgebra of gy generated by Y;, 1 <4 < r. Since
Y; are in weight subspaces corresponding to — B, we see that n_ is contained in the
Lie subalgebra gw.p_.

Since w(X;) =Y; for 1 < i < r, we have

wng) =n_.
Finally we have the following triangular decomposition of gy .
4.3.3. THEOREM. We have
gw =n_®hdn,.
The direct sums by = heny and b_ = bh@®i_ are Lie subalgebras of gw. The Lie
subalgebra ny is an ideal in by. The Lie subalgebra n_ is an ideal in b_.

PrROOF. From the above discussion, we know that the sum ¢ =n_ & hdny
on the right side is direct. Clearly, it contains all generators of gy . Hence, we just
need to show that it is a Lie subalgebra of gy .

To show that ¢ is a Lie subalgebra, it is enough to show that £ is invariant for
the adjoint action of all generators of gy . Since £ is invariant under w, and w maps
X, into Y; for 1 <4 < r, it is enough to show that € is invariant for ad H; and ad Y;,
1< <r.

Let I = (i1,42,...,%m) be a finite sequence of 1 < i < r. We put X; =
[(Xiys [Xio, [+ 5 [ X 15 X4, ] -+ - ]]]- The elements X span a vector subspace of 0
which is invariant for all ad X;, 1 < i < r. Therefore, it must be equal to ny, i.e.,
n, is spanned by all X;.

We claim that

ad Hl(X]) = a](Hi)X]
for all I. The proof is by induction in m. For m = 1 this is the relation (W2).
Assume that the statement holds for m < k. Then for I = (41,42, ...,) we have
X1 =[X;,, Xs] with J = (ig,...,im). Then we have

adHi(X[) = adHi([Xil,XJ]) = [adHi(Xil),X,]] + [Xil,adHi(XJ)]
= (0, (Hi) + oy (H:))[Xs,, Xo] = ar(Hi) X

by the induction assumption. This establishes the above identity.

This identity implies that ad H;(n4+.) C ny for 1 <4 < r. By applying w we see
that ad H;(n—) C n_ for 1 <4 <r. Therefore, we see that ¢ is invariant for ad H;,
1< <r.
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This discussion also implies that [h, 4] C . Therefore, b, is a Lie subalgebra
of gy and n, is its ideal. The statements about b_ follow by applying w.
Clearly, we have ad Y;(n_) C n_ for all 1 <4 < r. Moreover,

ad Y;(H,) = —ad H;(Y;) = n(i, j)Y;

by (W3) and ad Y;(h) C tfor 1 <i <r.

Now we want to prove that adY;(ny) C ¢ for 1 < i < r. It is enough to show
that ad Y;(X;) € by for all I. The proof is by induction in m. For m = 1 this
follows from the relation (W4). In general, we have

ad Y;(X1) = ad Yi([Xi,, X)) = [ad Yi(Xi, ), X ] + [X4,, ad Yi(X )]
= =0, [Hi, Xj] + [ Xy, ad Vi (X )] = =i, 00 (Hi) X g + [ X5, ad V(X g))].

The first term is obviously in n; and the second is in the Lie subalgebra E+ by the
induction assumption.
Therefore, we see that ad Y;(¢) C ¢ for all 1 < ¢ <r. Hence gy = ¢. O

4.3.4. COROLLARY. (i) The nonzero weights of gw are in Py U P_.
(ii) The weight subspaces of gw are finite dimensional.

(iii) For any 1 <i<r and m € Z, gwma; = {0} for m # —1,0,1.

(iv) Moreover,

dimﬁw)ai = dimﬁm_ai =1.

PROOF. The statement (i) follows immediately from 4.3.3. Moreover, if X is
in S, the corresponding weight subspace is in ny. By the calculation in the proof
of the theorem, it is spanned by the vectors X; such that oy = A. This condition
determines I up to the ordering of indices. Therefore, we see that the number of
possible [ is finite. This in turn implies that the dimension of gy, is finite.

If A = ma; with m € N, the multiindex I in the above argument must be a
sequence of m copies of i. Clearly, the corresponding X; are 0 except in the case

m = 1. The statement for negative m follows by application of the automorphism
w. O

4.4. Lie algebra defined by adding Serre relations. Consider the ele-
ments

Of; = (ad X;) "I (X;)
and

0, = (adY;) "IH(Y;)
ingw for 1 <i,5 <randi#j. Clearly, w(@;’fj) =0,

4.4.1. LEMMA. Let V be a vector space and X, Y and H three linear maps on
V' satisfying the relations [H,X| = 2X, [H,Y]| = —-2Y and [X,Y] = H. Then, for
any p € N, we have

YXP = XPY — pXP~HH + (p— 1)I).
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PROOF. The formula is correct for p = 1. Moreover, if the statement holds for
p, we have

YXPT = YXPX = XPYX —pXP Y (HX + (p— 1)X)
= XPlY, X| + XPHY —pXP~Y([H,X]+ XH + (p— 1)X)
= XPHYY - XPH — pXP'2X + XH + (p — 1)X)
= XPHYY — XPH — pXP(H + (p+ 1)I) = XPT'Y — (p+ 1) XP(H + pl).
Hence the statement follows by induction. ([
4.4.2. LEMMA. For any 1 <i,j <r, i # j, we have
ad Yk(('“):]) =0
foralll1 <k <r.
PROOF. Assume first that k # i. Then we have [X;,Y;] = 0 by (W4) and ad Yy,
and ad X; commute. Therefore, by using again (W4), it follows that
ad Y3, (0] ) = ad Vi (ad X;) "0+ (X))
= (ad X;) U ([Ye, X)) = =8 k(ad X;) IO (H).
If j # k, the statement follows.
If j =k we get
adY;(0};) = —(ad X;) "0 (1)),
Since we have
[Hj, Xi] = a;(H;) Xi = n(i, ) X;
by (W2), if roots ¢; and «; are orthogonal, n(4, j) = 0 and H; and X; commute, i.e.,
ad X;(H;) = 0. This implies our statement in this case. If roots are not orthogonal,
n(i,j) < 0. Therefore, by the table ?7, we have n(j,i) < —1 and —n(j,i) + 1 > 2.
On the other hand, we have
(ad X)* (H;) = [Xs, [Xs, Hjl) = —eu(H;)[Xi, Xi] = 0.
This completes the argument in the case k # 1.
It remains to consider the case £ = i. In this case, by 4.4.1, we have
adY;(0]) = (ad Y;)(ad X;) "0 X
= (ad X;) "UITY XG] + (n(),4) — 1)(ad Xo) 70D ([Hi, X) = n(5,)X;5) = 0
using Weyl relations (W2) and (W4). O

Let a4 be the ideal in ny generated by elements @Ij for 1 <i,5 <randi#j.

Let a_ be the ideal in n_ generated by elements ©;; for 1 <i,j < r and i # j.
Then w maps a4 onto a_.

4.4.3. LEMMA. (i) The vector subspace ay is an ideal in gw .
(ii) The vector subspace a_ is an ideal in gy .

PROOF. The second statement follows from the first by applying the automor-
phism w.

To prove (i) we use the notation from the proof of 4.3.3. We denote by J the
set of all multiindices ending in —n(j, )+ 1 copies of ¢ followed by j, for 1 <4,j <r
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with ¢ # j. Clearly, all elements X attached to the multiindices in J are in a.
Moreover, their linear span is invariant under the action of ad X;. Therefore, it is
equal to a;. From the calculation in the proof of 4.3.3, we know that all of these
vectors are in weight subspaces of gy, i.e., they are eigenvectors of ad H; for all
1 <4 < r. Therefore, ad H;(a4) Cay forall 1 <i<r.

Consider now the action of adY;. By 4.4.2, this element annihilates all @;Lk,
1<j,k<randj#k LetlI bea multiindex in 7. Then we have two options,
either I corresponds to @;fk for some 1 < j,k < r, j # k, or I is a multiindex
corresponding to

X1 = (ad X;, ad X4, - --ad X;,,)(07F,) = ad X;, (X )

where J is the multiindex obtained from I by removing the first index ;.
In the first case, we already know that ad Y;(X;) =0 € a. In the second case,
we have, as in the proof of 4.3.3, that

ad}/Z(X[) = —51'71'104,](H1‘)XJ + ad Xil (adYZ)(XJ)

Since J is in J, but shorter than I, we conclude that ad¥;(X;) € a4 by induction
in m. Therefore, we have adY;(ay) C ay forall 1 < <k.
Since a, is invariant for all ad X;, adY; and ad H;, it is an ideal in gy . [l

Therefore, a; @ a_ is an ideal in gy . Let gg be the quotient of gy with respect
to the ideal a; @ a_. Then we have

gs=ny/ap@hen_/a_.

Since Serre relations are mapped to each other under the action of w, the automor-
phism w maps a; onto a_ and leaves ay @ a_ invariant. Therefore, it induces an
automorphism w of gg.

A linear map T on a vector space V is locally nilpotent if T"v = 0 for some
n € N for every v € V.

4.4.4. LEMMA. (i) The linear maps ad X;, 1 < i < r, on gs are locally
nilpotent.
(ii) The linear maps adY;, 1 < i <r, on gg are locally nilpotent.

PROOF. Since the automorphism w maps X; into Y; for all 1 < ¢ < r, it is
enough to prove (i).
By (W4), we see that ad X;(Y;) =0 for 1 <4,j <r and ¢ # j. Moreover, we
have
(ad X;)3(V;) = (ad X;)?(H;) = —2ad X;(X;) =0

for all 1 <4 <r. Hence (ad X;)P(Y;) = 0 for p large enough and 1 <,j <r.
Also, we have

(ad X;)?(H;) = —a;(H;)(ad X;)(X;) = 0

forall 1 <i,5 <r.

Finally, ad X;(X;) = 0,1 < i <r, and by Serre relations we have (ad X;)?(X;) =
0 for sufficiently large p and 1 < 4,5 < r, ¢ # j. Therefore, (ad X;)?(X;) = 0 for
sufficiently large p and 1 <4,5 <.
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Assume that u,v € gg such that (ad X;)Pu = 0 and (ad X;)%v = 0. By induc-
tion we prove that

m

(ad X;)™ [u, 0] = > <7Z) [(ad X;)Pu, (ad X,;)™ ]

p=0

for all m € N. Therefore, we have (ad X;)P"?[u,v] = 0. It follows that the linear
subspace on which ad X; is locally nilpotent is a Lie subalgebra of gg. Since it
contains all generators of gg, ad X; are locally nilpotent on gg forall 1 <i<r. O

Therefore one can define linear maps exp(tad X;) and exp(tad¥;) on gg for
t € Cand 1 <i <r. These maps are automorphisms of the Lie algebra gs.
For 1 < i < r we define the automorphism

0_ — eadXie—aineadXi'
We have
eadXi (HJ) = Hj + [Xi,Hj] = Hj — TL(Z,])Xl
by (W2). Moreover, we have
e 2 Yigad Xy — e=2dYi([, —n(i,§)X;)
. . 1 .
= Hj —n(i,§)Xi = [Vi, Hj] + n(i, HIY:, Xi] = 5n(3, 7)[Ys, [V, Xil]
= H; —n(i,5)Xs —n(i,5)Y; — n(i, j)H; +n(i,5)Y; = Hy — n(i, j)H; — n(i,5)X;
Hence, it follows that
0:(H;) = e** X (H; — n(i, j)H; — n(i, j)X;)
= Hj —n(i,5)H; — n(i, j) Xi — n(i, j) X + 2n(i, j) X;
= H; —n(i,j)H; = H;j — a;(H;)H; = sq,(Hj).

Therefore, the reflections corresponding to roots «;, 1 < i < r, on h are induced
by automorphisms of gs. Since W (R) is generated by these reflections, any element
of W(R) is induced by an automorphism of gg.

4.4.5. LEMMA. (i) The set of nonzero weights in gs is invariant under
W(R).
(ii)) Let w € W(R) and \ a weight of gs. Then w is also a weight of §s and

dim ﬁg_’w)\ = d1m ﬁg_’)\

PrOOF. By the above discussion, there exists an automorphism A of gg such
that A(h) = b and A|y = w. Therefore, for any X € gg » we have

[H, A(X)] = A([AT H, X]) = Nw™ H)AX = (w))(H)A(X)
for any H € h. Hence, we have A(gs,x) = 8s,wx, and wA is a weight of gs. O

4.4.6. LEMMA. Let R be a root system in V. Let X be a sum of roots which is
not proportional to any root in R. Then there exists an element W(R) such that
wA =35 pmpf where mg € Z and mg > 0 and m~ <0 for some 3,7 € B.
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PROOF. We can assume that V is a real vector space. Since A is not propor-
tional to any root a, A must be nonzero. Let H be a hyperplane orthogonal to A.
Using the assumption, the linear forms defined by inner products with the roots in
R are nonzero on H. Therefore, there exists a vector v in H such that (« | v) #0
for all & € R. By the proof of 3.2.3, there exists a basis B’ of R such that (« | v) > 0
for o € B’. By 3.4.4, there exists w € W(R) such that w(B’) = B. Clearly, we
have w\ = ZBEB mg3. Moreover, we have

0=(A]v)=(wA]|wv)= Z mg(B | wv) = Z mp(w™ B | v).

BEB BEB

Since w—!3 are in B, we have (w~'3 | v) > 0 for all 8 € B. Since ) is nonzero, the
above equality can hold only if some mg are strictly positive and some are strictly
negative. ([

4.4.7. LEMMA. (i) The set of all nonzero weights of gs is equal to R.
(ii) For any o € R, the weight subspace gs,q s one-dimensional.
(iii) The Lie algebra gs is finite dimensional.

PROOF. (i) Let A be a nonzero weight of gs. Then it is also a nonzero weight
of gw. By 4.3.4, it is a sum of positive roots or the negative of a sum of positive
roots.

By 4.4.5, wA is also a nonzero weight of gg for any w € W (R). Therefore, by
4.4.6 and the above remark, A must be proportional to a root a € R.

Assume first that A\ = mq;. Then, by 4.3.4, we see that m = +1, i.e., A € R.
On the other hand, if « is not in B, by 3.2.3 and 3.4.4, there is a w € W(R) such
that wa is in B. By 4.4.5, wA is also a weight of gg. Hence, by the first part of the
argument, the weight wA of gg is in R. This implies that A is in R in general.

If « is a root in R, by 3.2.3, a is in a basis B’ of R. By 3.4.4, there exists
w € W such that wa is in B. Therefore, wa is a weight of gg. By 4.4.5, o is a
weight of gg. Hence, the set of all nonzero weights of gg is equal to R.

(ii) Let & € R. Then there exists w € W(R) such that wa € B. Hence, by
4.3.4 and 4.4.5, we have

dimﬁ&a = dimﬁ&wa =1.
By 4.3.2, (i) and (ii) we have
dim gs = dim h + Card R.

4.4.8. LEMMA. Let o be a root in R. Then
S5q = gS,a @ gS,—a @ [gs,au gS,—a]
is a Lie subalgebra isomorphic to sl(2,k).

ProoF. This follows from the Weyl relations if & € B. Let aw € R be arbitrary.
Then by 3.2.3 and 3.4.4 there exists w € W(R) such that & = waq; for some
1 < i < r. By the above discussion, there exists an automorphism ¢ of gs such
that ¢ induces w on §. This in turn implies that ¢(sqa,) = S4- O

4.4.9. LEMMA. The Lie algebra gs is semisimple.
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PROOF. Let ¢ be an abelian ideal in gg. Since ¢ is invariant of the adjoint
action of h it is a direct sum of its weight subspaces. Assume that p is a nonzero
weight of h. Then, p must be a weight of gs. By 4.4.7, 1 must be a root « in R.
Since the root subspaces are one-dimensional by 4.4.7, it follows that gg.. C ¢. On
the other hand, the Lie subalgebra s, is simple by 4.4.8, hence ¢ Ns, = {0}, and
we have a contradiction. It follows that ¢ C k. Since ¢ is an ideal, all roots «; must
vanish on ¢, i.e., ¢ = {0}. O

Clearly, b is a nilpotent Lie subalgebra of gy. Let m be the normalizer of b.
Then m is a direct sum of its weight subspaces. Assume that A is a nonzero weight
of m. Then A is a root in R. Let X be a nonzero vector in the root subspace gw,q.
Then X € m by 4.4.7. Moreover, we have ad X (H) = —[H, X] = —a(H)X for
all H € h. Since m normalizes b, it follows that X € b contradicting our choice.
Therefore, m = h and § is equal to its normalizer. Hence, § is a Cartan subalgebra
of gs. This in turn implies that R is the root system of ggs.

Hence, for a given complex reduced root system R we constructed a complex
semisimple Lie algebra g = gg with Cartan subalgebra h and root system R.

4.4.10. THEOREM. The Lie algebra gs is a finite dimensional semisimple Lie
algebra over k. The Lie subalgebra by is its Cartan subalgebra. The root system of
(8s,h) is equal to R.

This gives a construction of a semisimple Lie algebra attached to a given re-
duced root system R.

5. Semisimple Lie algebras and their root systems

5.1. The isomorphism theorem. Assume that g is a semisimple Lie algebra
with Cartan subalgebra h and root system R. Fix a basis B of R. Since Weyl and
Serre relations hold in g by 4.2.1, there exists a surjective morphism ¢ of gg onto
g which is the identity on h. Since the dimensions of g and gg are the same, this
morphism is an isomorphism.

Therefore, we proved the following theorem.

5.1.1. THEOREM. Let g and g are two semisimple Lie algebras over k with
Cartan subalgebras § and b’ respectively over an algebraically closed field k. Let
R and R’ be the root systems of (g,h) and (g',h’) respectively. Let ¢ be a linear
isomorphism of ) into §’ such that its adjoint is an isomorphism of root system R’
with R. Then ¢ extends to an isomorphism of Lie algebras.

Therefore, the classification of semisimple Lie algebras over k is equivalent to
the classification of reduced root systems.

5.2. Automorphisms of semisimple Lie algebras. Let g be a semisimple
Lie algebra over an algebraically closed field k. Let b be a Cartan subalgebra of g.
Let Aut(g) be the automorphism group of g. Let

Aut(g,h) = {T € Aut(g) | T(h) C b}

be the subgroup of Aut(g) consisting of automorphisms leaving the Cartan subal-
gebra b invariant.

For any T € Aut(g,l), he restriction T|, of T' to h is an element of GL(b).
Clearly, this map is a homomorphism of Aut(g, ) into GL(H). Composing it with
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the homomorphism C' — (C*)~! of GL(h) into GL(h*), we get a homomorphism
@ : Aut(g, ) — GL(b").

5.2.1. LEMMA. Let T be an element in Aut(g,b). Let o be a oot in R. Then
o(T) () is also also a root in R.

PROOF. Let g, be the root subspace of g corresponding to a. Let X € g,.
Then we have

[H,TX]|=T[T'H,X]| =T 'H)TX = (o(T)a)(H)TX
for all H € h. Hence ¢(T)(a) € R. O

Therefore, ¢(A) is in Aut(R). This implies that ¢ is a homomorphism of
Aut(g,b) into Aut(R).
From 5.1.1, we conclude that the following result holds.

5.2.2. THEOREM. Let g be a semisimple Lie algebra and b its Cartan subalgebra.
Then the homomorphism ¢ : Aut(g,h) — Aut(R) is surjective.

5.3. Chevalley systems. A choice of nonzero X, € g, @ € R, is called a
Chevalley system of g if the linear map w : g — g defined by w|h = —1j and
w(Xy) =—X_,, @ € R, is an automorphism of g.

5.3.1. LEMMA. The following conditions are equivalent:

(i) X4 is a Chevalley system in gq;
(ii) for any o, B € R, such that o+ € R, we have No g = —N_qo 3.

ProOOF. If (i) holds, for any «, 3 € R such that a + 3 € R, we have
NoosXoamp = [Xoay Xop) = [0(Xa),w(X5)
= w([Xa, Xg]) = Na,pw(Xats) = —Na,sX_a—p.

This clearly implies that Ny g = —N_q,—3.
If (ii) holds, we have

w(lH, Xo]) = a(H)w(Xa) = —a(H)X o = [H, X _o] = [w(H),w(Xa)];
and

w([Xa: X-a]) =w(Ha) = —Ho = H_q = [X_q, Xa] = [w(Xa),w(X_a)]
for all H € h and o € R. Moreover, for any «, 8 € R such that a4+ 8 € R, we have
w([Xa, X5]) = Na,pw(Xatp) = Nea,-p Xa—p = [X 0, X 5] = [0(Xa),w(Xp)].
Hence, w is an automorphism of g. (I

5.3.2. THEOREM. Let g be a semisimple Lie algebra over an algebraic closed
field k. Let b be a Cartan subalgebra of g. Then there exists a Chevalley system of

g.
Proor. Clearly —1j+ is an automorphism of the root system R. By 5.2.2,

there exists an automorphism w of g such that w|h = —1,. For any a € R, we
clearly have w(X,) € g—q, 80 W(Xy) = —taX_o with t, € k*. Moreover, we have

tot—aHa = tat—a[Xa X_a] = [W(X_a),w(Xa)] = w([X_a, Xa]) = w(H_o) = Ha
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for any a € R. Hence, we have t,t_, = 1 for all @ € R. We pick square roots u,,
of t,, such that uau_, = 1. Put Y, = u;*X, for a € R. Then, we have

Vo, Yoo] = ug'uZl [ Xo, X o] = Ha
for all & € R. Moreover,
w(Y,) = u;lw(Xa) = —u;ltaX_a = Uy X_o = —u:(llX_a =-Y_,
for any a € R. Hence, Y,, o € R, is a Chevalley system. O
By combining 2.2.4 with 5.3.2, we get the following immediate consequence.

5.3.3. COROLLARY. Let X, o € R, be a Chevalley system in g. Let o, 3 be
two roots such that a4+ 8 € R. Let 3 — qa be the start of the a-string determined
by 8. Then

Nopg = :I:(q + 1).

Hence, there is a basis of g such that all structure constants are integers.






CHAPTER 6

Classification of compact Lie groups

1. Compact semisimple Lie groups

1.1. Real forms. In this section we specalize the results of 4.2 to the case of
the field R of real numbers imbedded into the filed C of complex numbers.

Let g be a complex Lie algebra. A R-structure on g is called a real form of g.
If go is a real Lie algebra, the Lie algebra g = C Qg go is called the complezification
of go. Clearly, go is a real form of g.

The Galois group Autg(C) of all R-linear automorphisms of C consists of two
elements: the identity and the complex conjugation z — z. If g is a complex Lie
algebra and g its real form, the Galois group Autg(C) acts naturally on g and g is
the set of all fixed points of this action. We denote by o the action of the complex
conjugation in Autg(C) on g. Clearly, o satisfies the following properties:

(i) o is R-linear map;

(ii) o(Az) = Ao(z) for any A € C and z € g;
(ili) o([z,y]) = [o(x),0(y)] for any z,y € g;
(iv) 0% = 1,.

Such map is called a conjugation of g.

On the other hand, if ¢ is a conjugation of g, then the set of its fixed points is a
R-linear subspace gg of g. By (ii), go is a real Lie subalgebra of go. Let € g. Then
21 = 3(z+0(z)) and 2o = —%(z—0o(x)) are in go, and z = @1 +izs. Therefore, the
complex linear map C ®g go — ¢ is surjective. On the other hand, if z = 2’ + 2"
for o/, 2" € go, we have z + o(z) = 22’ = 221 and = — o(x) = 2iz" = 2ixy, ie.,
7' = x1 and 2" = 5. Hence, it follows that the map C ®g go — g is also injective,
i.e., go is a real form of g. Moreover, the conjugation o is equal to the action of the
nontrivial element of the Galois group with respect to this real form. Therefore,
the study of real forms of g is equivalent to the study of conjugations of g.

Let K be a connected semisimple Lie group. Then by 3.1.8.9, K is a compact
group if and only if the Killing form on ¢ is negative definite.

We say that a real semisimple Lie algebra is compact, if its Killing form is
negative definite.

If g is a complex semisimple Lie algebra and gg its real form, we say that go is
a compact real form if the Killing form is negative definite on gyo. We say that the
corresponding conjugation of g is a compact conjugation of g.

1.1.1. LEMMA. Let o be a conjugation on a complex semisimple Lie algebra g.
Then, the following statements are equivalent:

(i) the conjugation o is compact;
(ii) the form (x,y) — —B(x,0(y)) is an inner product on g.

181
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PRrROOF. By the construction, the form (z,y) — —B(z,0(y)) is linear in the
first and antilinear in the second variable.

If it is an inner product, its restriction to gg X go is obviously positive definite
and also equal to the Killing form of go. Therefore, gg is a compact form.

Conversely, if gg is a compact form and x € g, x = z1 + tx2 with x1,z2 € go.
Therefore,

— B(z,0(x)) = —B(x1 + iz, 21 — ix2)
= —B(a:l,xl) + iB(Il,.IQ) — B(.IQ,.IQ) — B(IQ,Il)
= —(B(1,21) + Blaa, 22)) > 0

since the Killing form is negative definite on go X go. Moreover, B(z,o(x)) =
0 implies B(z1,21) = B(x2,22) = 0 and 21 = 2o = 0. Therefore, (z,y) —
—B(z,0(y)) is positive definite. O

Let o be a conjugation of g and ¢ an automorphism of g. Then po o o' is

a conjugation of g. Therefore, the automorphism group Aut(g) acts on the set of
all conjugations of g.

Assume that the Lie algebra g is semisimple. Since the Killing form is invariant
under the action of the automorphisms of g, this action of Aut(g) on the set of all
conjugations of g preserves the subset of compact conjugations.

1.2. Existence of compact forms. Let g be a complex semisimple Lie al-
gebra. In this section we are going to construct a compact form of g. In the
following section we shall prove that this compact form is unique up to an inner
automorphism.

Let h be a Cartan subalgebra of g. Let R be the corresponding root system in
h*. We fix a Chevalley system of g attached to h. Let hy be the real linear subspace
of h spanned by H,, a € R. Then b is a real form of .

The real span gg of hp and X, o € R, is a R-structure on the complex linear
space g. Moreover, since the structure constants N, g are real, we see that go is a
real Lie algebra, i.e., it is a real form of g. This real form is called a normal form
of g. We denote the corresponding conjugation by o.

Let w be the automorphism of g described in 5.3. Since w leaves gg invariant,
it is clear that cow = woo. Put 7 =0 ow. Then

2 =gowocow=0owowoo = 1,4
and 7 is clearly a conjugation of g.
1.2.1. LEMMA. The conjugation T is compact.

ProOF. By 1.1.1, we have to check that (x,y) — —B(z,7(y)) is positive
definite.

First, we remark that a root « takes real values on hy. This implies that

a(r(H)) = a(o(w(H))) = —a(o(H)) = —a(H)
for any H € . Hence, by 2.1.7, we have
—B(H,7(H")) = =Y a(H)a(r(H')) = Y a(H)a(H')
acR acR

for any H,H' € . So, (H,H') — —B(H,7(H’)) is an inner product on b.
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If H € hand a € R, we have
—B(H,7(X,)) =B(H,X_,)=0

by 2.1.4. Hence, all g, a € R, are orthogonal to §.
Moreover, if o, 5 € R, B # «, we have

~B(Xa,7(X5)) = B(Xa, X_5) = 0

by 2.1.4. Hence, all g, o € R, are orthogonal to each other.
Finally, by 2.2.2 and 2.1.7, we have

1
—B(Xa,7(Xa)) = B(Xa, X_0o) = §B(HQ,HQ) >0
for any o € R. Hence, (z,y) — —B(x,7(y)) is positive definite. O

Therefore, the real Lie subalgebra 1y consisting of fixed points of 7 is a compact
real form of g.
By the above discussion, ug is spanned by i Hy,, Xo —X o, i(Xa+X_0), @ € R.

1.2.2. THEOREM. Let g be a complex semisimple Lie subalgebra. Then, the real
Lie subalgebra ug is a compact form of g.

1.3. Uniqueness of compact forms. In this section we prove the uniqueness
of compact forms of complex semisimple Lie algebras (up to conjugacy by inner
automorphisms). This proof doesn’t depend on the structure theory of semisimple
Lie algebras like the existence result proved in the last section.

1.3.1. THEOREM. Let 7 be a compact conjugation of a complex semisimple Lie
algebra g and o an arbitrary conjugation of g. Then there exists ¢ € Aut(g) such
that p o T o @~ and o commute.

PROOF. Define an inner product on g by
(z |y) = —B(z,7y)

for x,y € g. Let A = o7. Then A is an automorphism of g. Hence it leaves the
Killing form invariant, and we have

(Az|y) = —B(otx,7y) = —B(z, (o7) ‘1Y) = —=B(x, 707Yy) = —B(2, TAy) = (2| Ay)

for any x,y € g. Hence, A is a selfadjoint linear operator on g. Let X1, Xo,..., X,
be an orthonormal basis of g in which A is represented by a diagonal matrix, i.e.,

for 1 <i<nand )\ € R. Put C = A2. Then C is a positive selfadjoint operator
and

CX; =\ X;
for 1 <i <n. Let t € R. Then we put
C'X; = (\)'X;
for1 <i<n.
Let c;j1 € C, 1 < 4,7,k < n, be the structure constants of g, i.e.,

[Xi, X;] = Z Cijk Xk
k=1
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for 1 <i.j < n. Clearly, a linear automorphism S of g is an automorphism of the
Lie algebra g if and only if

SXZ,SX Zcz]kSXk
for any 1 < 4,7 < k. Since A is an automorph1sm of g, it follows that

)\i)\j Z Ciijk = )\i)\j [Xi, Xj] = [AXi, AXj] = Z CijkAXk = Z Cijk)\ka
k=1 — —
for 1 <4.j <n. This in turn implies that
(/\i/\j — )\k)Cijk =0

for 1 < 4,4,k < n. In other words, if ¢;j, # 0, we must have \;A; = A;. This in
turn implies that

MDD = ()
for any ¢t € R. Hence, we have

[C'X:, C X;) = (A)' (D)X, X5] = (W) )Y eon X
k=1

n

Z Cijk )\k Xk = chkc Xk

= k=1
for any 1 < 4,5 < n; and C! is an automorphism of g for any ¢ € R.
This clearly implies that

' =CloroC™!

is a compact conjugation of g. Now, we have
roAor=1(oT)T =70 = AL
Hence, it follows that
T0Cor=T0A%0r=(T0AoT)o(ToAor)=(A"12=C"".

This finally implies that

ToC=0C""!
It follows that

Oil(TXi) = TCXi = /\fTXZ
for 1 <i < n. Hence 7X; is an eigenvector of C~! for the eigenvalue A?. Hence,
we have
C'rX; = (A7 X, = 70" X

for 1 <i <n;i.e.,

ToClor=C""
for any ¢t € R. This implies that

o' =0(CtoroC™) = (o1)o(roClor)o O™t = AC™*
and
o= (o) = (ACTH) "t =¥ AT

It t = 1 we have

47
1
o' = AC™ 2
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and
o =C2A L.
This in turn implies that
O'T/Xi = 146’7%)(Z e /\Z(/\f)ié)(Z = sgn(/\i)Xi
and ) )
ToX, =C2A7'X, = (Af)i)\lei = sgn(\)X;
for 1 <i < n. It follows that

This result has a simple consequence.

1.3.2. COROLLARY. Let 7 and 7' be two compact conjugations of a complex

semisimple Lie algebra g. Then there exists ¢ € Aut(g) such that 7/ = poTop~!.

PROOF. From the preceding theorem, we can find ¢ € Aut(g) such that 7/ =
pot’ o~ commutes with 7. As in the proof of the preceding theorem, we can view
g as an inner product space equipped with the inner product (z | y) = —B(z, 7(y))
Let A = 7”7. Then, as we established there, A is a selfadjoint linear transformation.
Moreover, since 7/ and 7 commute,

At=¢"r)t =" =7"1=A4
and A% = I. Therefore, the eigenvalues of A are 1 and —1. On the other hand,
g
(Az | y) = (z | Ay) = —B(z,77"1y) = —B(2,7"y)

and (x,y) — (Az | y) is another inner product on g. Therefore, A has to be
a positive selfadjoint operator, i.e., —1 cannot be its eigenvalue. It follows that
A=1ie,7 =1. O

Therefore, the compact conjugations form a single orbit of Aut(g) in the set of
all conjugations of g.
Finally, combining 1.2.2 and 1.3.2 we get the following result.

1.3.3. THEOREM. Let g be a complex semisimple Lie algebra. Then:

(i) there exists a compact form of g;
(ii) all compact forms are conjugate by automorphisms of g.

Therefore, every compact semisimple Lie algebra is a compact real form of a
complex semisimple Lie algebra. Moreover, this complex semisimple Lie algebra
is unique up to an isomorphism. Therefore, compact semisimple Lie algebras are
determined up to an isomorphism by their root systems.

1.4. A basis of the Lie algebra of a connected compact semisimple Lie
group. Let G be a connected compact semisimple Lie group. Let T' be a maximal
torus in G. Then the Lie algebra L(T') of T' is a maximal abelian Lie subalgebra of
L(G).

The Lie algebra L(G) is a compact form of its complexification, the Lie algebra
g = L(G) ®g C of L(G). By 1.3.3 and the construction in Section 1.2, we can
find a Cartan subalgebra b, the root system R in b* and the Chevalley system
(Xo € go; @ € R) such that L(G) is spanned by iH,, i(X, + X_o) and X, — X_,
for « € R. Clearly, iH,, o € R, span a real abelian Lie subalgebra by of L(G). Its
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complexification in g is h. Since b is a maximal abelian Lie subalgebra in g by 7?7,
ho is a maximal abelian Lie subalgebra in L(G). By ?7?, all maximal abelian Lie
subalgebras of L(G) are conjugate, so without any loss of generality we can assume
that L(T') = bo.

1.4.1. LEMMA. (i) The complexification of L(T) is a Cartan subalgebra b
of g.
(ii) There exists a Chevalley system (Xqo; € R) such that L(G) is spanned
by iHy, Xo — X and i(Xoy + X_4) for a € R.

1.5. The Weyl group of connected compact semisimple Lie group.
Let G be a connected compact semisimple Lie group and T a maximal torus in G.
Denote by L(G) and L(T) their Lie algebras respectively. Let g be the complexifi-
cation of L(G) and b the complexification of L(T"). Then b is a Cartan subalgebra
of g.

Let Ad be the adjoint representation of G on L(G). We can extend it by
linearity to a representation of G on g which we denote by the same symbol. Clearly,
Ad is a group morphism of G into Aut(g). Let N(T') be the normalizer of T in
G. Then, for any n € N(T), we have Ad(n)(L(T)) = L(T), and Ad(n)(h) = b. It
follows that Ad induces a group morphism ¢ of N(T') into Aut(g, ). Composing
it with the group morphism Aut(g,h) — Aut(R) described in 5.5.2.2, we get a
group morphism ¥ : N(T) — Aut(R).

Since T' is abelian, for any ¢t € T', we have Ad(t)|r(r) = Ir(r), i.e., T is in the
kernel of W. Therefore, ¥ induces a group morphism of N(7T)/T into Aut(R).

In addition, if n € N(T') and ¥(n) = I, we have Ad(n)|r(r) = Ir(r). Therefore,
by 2.2.2.16, n is in the centralizer of T'. By 3.1.4.1, it follows that n € T'. Therefore,
the kernel of W is equal to T'. Hence ¥ is an injective group morphism.

As in Ch. 3, we denote by W(G,T) = N(T')/T the Weyl group of G with
respect to T. Let ® : W(G,T) — Aut(R) be the group morphism we defined
above. The aim of this section is to establish the following result.

1.5.1. THEOREM. The group morphism ® : W(G,T) — Aut(R) induces an
isomorphism of W(G,T) with W(R).

Therefore, two definitions of the Weyl group are the same.

We start the proof with some preparation. Let ¢t € T. Then b is invariant
for Ad(t). Moroever, it acts there as identity map. Therefore, the multiplicity
of the eigenvalue 1 in Ad(t) is greater or equal to dimfh = dim L(T") = rank(G).
Since for any g € G, the linear maps Ad(t) and Ad(gtg~!) have equal characteristic
polynomials, by 3.1.3.2, we see that the following result holds.

1.5.2. LEMMA. Let g € G. Then Ad(g) is semisimple and the multiplicity of
the eigenvalue 1 is greater or equal to rank(G).

The following result is central for our proof.

1.5.3. LEMMA. Let B be a basis of the root system R. Let n be an element of
N(T) such that ¥(n)(B) = B. Thenn e€T.

PROOF. Since ¥(n) permutes B, it also permutes RT. Therefore, RT is a union
of orbits of ¥(n). Let O be such orbit. Then it consists of positive roots ¥(n)¥a,
0 < k < I. The direct sum U of the corresponding root subspaces gy (,)yrq is an
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invariant subspace for Ad(n) in g. If we pick a basis of root vectors in these root
subspaces, the matrix of the restriction of Ad(n) to U looks like

—~

0 0 O 0 a—1
a 0 O 0 0
0 a1 O 0 0
o 0 o0 -- 0 0
0o 0 0 -+ a—2 O

Therefore, the characteristic polynomial of Ad(n)|y is equal to Al —agay ---a;_1 =
A — (=)t det(Ad(n)|y).

If we multiply n by an element ¢ in the torus 7', the determinant changes from
det(Ad(n)|v) to

det(Ad(nt)|y) = det(Ad(n)|y Ad(t)|v) = det(Ad(n)|v) det(Ad(t)|v).

The function t — det(Ad(t)|v) is a character of T. The matrix of Ad(t) is diagonal
in the basis given by root vectors, and diagonal matrix coefficients are cs, 8 € R.
Since all roots in the orbit O are positive, det(Ad(t)|v) = [[3cp cgﬁ where ng are
positive integers and not all of them are zero. Therefore, the differential of this
character of T' extends to a linear form on h which is equal to ) .5 noc. Clearly,
it must be nonzero, and the character ¢t — det(Ad(¢)|y) is not equal to 1 on T.

An analogous argument applies to orbits of ¥(n) in negative roots.

We can find t € T such that det(Ad(t)|r) # (—1)! det(Ad(n)|y) ! for any orbit
O in the set R. This in turn implies that Ad(nt)|y does not have eigenvalue 1 for
any orbit O in R. Therefore, the restriction of Ad(nt) to @, g does not have
eigenvalue 1. Hence, only h can contain the eigenspace of Ad(nt) for eigenvalue
1. By 1.5.2, the eigenspace of Ad(nt) for the eigenvalue 1 has to be at least of
dimension rank(G). This implies that the restriction of Ad(nt) to b is the identity
map. Hence, U(n) = ¥(nt) is also the identity. Since ® is injective, it follows that
nel. (]

We also need the following result. We start with the discussion of a compact
form of s1(2,C). Clearly,

I S

is a Chevalley system for s[(2,C). Therefore,

z'h:(é _Oi>v€_f:(—01 é)’i(eJrf):(g (Z’>

is the basis of the compact real form of sl(2,C) consisting of skewadjoint 2 x 2
matrices with trace 0. This is the Lie algebra su(2) of SU(2).
Consider the element in SU(2) given by the matrix

me(00).

Then Ad(m)(h) = —h, Ad(m)(e) = —f and Ad(m)(f) = —e. The one-dimensional

torus )
erv 0
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of SU(2) has the Lie algebra spanned by ¢h. Moreover, its normalizer is the union
of C' and the coset mC. Therefore, the Weyl group of SU(2) with respect to C' is
isomorphic to Z/27Z.

1.5.4. LEMMA. Let « be a root in R. Then there exists an element mq in N(T)
such that U(mgy,) = 4.

PrROOF. We know from 5.2.1.5, that g, g—o and b, span a Lie subalgebra s,
of g and there is an isomorphism ¢, of s/(2, C) into s,. The compact conjugation of
g defining L(G) leaves s, invariant. Moreover it induces a compact conjugation on
5o such that u, = L(G) N s, is isomorphic to su(2) under ¢,. The corresponding
integral subgroup U, of G is isomorphic to either SU(2) or SO(3). Therefore, the
element m in SU(2), or its image in SO(3), define an element m,, in G.

Since we have

0 1 1 0 0 -1y _ (-1 0
-1 0)\0 -1/\1 o) \0 1
we see that mq(H,) = —H,. On the other hand, elements of ad(s,) act trivially

on ker o C h. Therefore, m, acts trivially on ker ov. It follows that m, acts as sg,,
on hj. Hence, we have ¥(m,) = s4. O

Since the Weyl group W (R) is generated by reflections s,, a € R, the above
lemma implies the following result.

1.5.5. COROLLARY. The image VU contains W (R).

Now we can complete the proof of 1.5.1.

Let n be in N(T). Then ¥(n) is an automorphism of R which maps a basis B
of R into another basis B’ of R. By 5.3.4.5, W(R) acts transitively on all bases of
R. Hence, there exists a Weyl group element w € W(R) such that w(B’) = B. By
1.5.5, there exists an element n’ in N(T') such that ¥(n’) = w. Hence, we have

U(n'n) =¥ (n)¥(n) = w¥(n)
and ¥(n'n)(B) = B. Since n'n € N(T), by 1.5.3 we see that n’n € T. Therefore
U(n'n) = I, and ¥(n) = w=! € W(R). Hence, the image of ¥ is contained in
W(R). By 1.5.5, it follows that the image of ® is equal to W(R). This completes
the proof of 1.5.1.

1.6. Adjoint groups. Let g be a compact semisimple Lie algebra. Let B :
g x g — R be its Killing form. Then (z | y) = —B(x,y) is a positive definite
inner product on g. Denote by Aut(g) the automorphism group of g. Since the
Killing form B is invariant for Aut(g) by 3.1.8.8, the inner product on g is invariant
for Aut(g), i.e., Aut(g) is a closed subgroup of the orthogonal group O(g). Hence,
by Cartan’s theorem, Aut(g) is a compact Lie group. The Lie algebra of Aut(g)
is the Lie subalgebra Der(g) of all derivations of the Lie algebra g. Let Int(g) be
the identity component of Aut(g). Then it is a connected compact Lie group. Its
Lie algebra is Der(g). Since the center 3 of g is {0}, the adjoint representation
ad : g — Der(g) is injective. On the other hand, since every derivation of g is
inner by ??, it is also, surjective. Therefore, ad is an isomorphism of the Lie algebra
g onto the Lie algebra of Int(g). It follows that Int(g) is a connected compact Lie
group with Lie algebra isomorphic to g.

Let G be a connected compact Lie group with Lie algebra g. Then Ad :
G — Int(g) is a Lie group morphism, and its differential is ad : g — Der(g).
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As we remarked above, ad is an isomorphism of Lie algebras. Therefore, by 7?7,
Ad : G — Int(g) is a covering map. By 77, the kernel of Ad is the center of G.
In particular, the center of Int(g) is trivial, and Int(g) is characterized up to an
isomorphism by this property. The group Int(g) is called the adjoint group of g.

Every other connected Lie group with Lie algebra g is a covering group of the
adjoint group Gop = Int(g). By Weyl’s theorem, the universal covering group G of
the adjoint group is also compact. Therefore, it is a finite covering of Gy.

1.7. Root lattice and weight lattice. Let R be a root system in vector
space V over k. Let R* be the dual root system in V*. We denote by Q(R) the
root lattice in V generated by R. If B is a basis of R, Q(R) is the lattice of all
integral linear combinations of vectors in B. Let Q(R*) be the root lattice of R*
in V*. We denote by P(R) the dual lattice of Q(R*), i.e., the set of all vectors in
v € V such that A\(v) € Z for all A € Q(R*). Clearly, v is in P(R) if and only if
a*(v) € Z for all o* € R*. In particular, if B* is a basis of R*, v is in P(R) if and
only if a*(v) € Z for all o* € B*.

The lattice P(R) is called the weight lattice of R. Clearly, the root lattice Q(R)
is contained in the weight lattice P(R).

1.7.1. LEMMA. Let R be a reduced root system. Let B be a basis of R. Denote
by B* the set of all roots o for a € B. Then B* is a basis of R*.

PROOF. We can assume that R is V is a real vector space. If we introduce on
V an inner product invariant for W (R), it defines a natural isomorphism of V* with
V. Under this isomorphism the dual root a* of a corresponds to ﬁa. Therefore,
the vectors a*, a € B, form a basis of V*.

Let w € V be a vector such that (a | v) > 0 for all &« € B. Then (8| v) # 0
for all 3 € R; and R™ = {# € R | (B | v) > 0} is the set of the positive roots
corresponding to B.

Under our identification, we also have (8* | v) # 0 for all 8* € R*. Therefore,
(R )t = {B* € R*| (B* | v) > 0} = {B* € R* | B € R*} is a set of positive
roots in R* for a basis B’ of R*. Let a € B. Then o* is in (R*)" and we have
af = Zﬂ*eB, mg-[*. On the other hand, 8* is a positive multiple of 3, hence

B* =3 cpcpn*. It follows that

= Z mp- " = Z Zmﬂ*cBwV*: Z Z Mg Cay | 7

p*eB’ B*€B’ veB yeB \B*eB’
[l

Let B be a basis of R. Denote by (wq; a* € B*) the dual basis of the basis B*
of V*, i.e., the weights w, such that 5*(wa) = dq,p for all o, § € R. The weights wq
are called the fundamental weights corresponding to B. By the above discussion,
the fundamental weights of R generate the lattice P(R).

1.7.2. LEMMA. Let R be a reduced root system and B its basis. Let RT be the
corresponding set of positive roots and p its half-sum. Then we have

=Y
a€EB
for every root a € B.

PRrROOF. By 77, we know that a*(p) = 1. O



190 6. CLASSIFICATION OF COMPACT LIE GROUPS

1.8. Classification of connected compact semisimple Lie groups. Let
g be a compact semisimple Lie algebra and t a maximal abelian Lie subalgebra of
g. Let gc be the complexification of g. Denote by tc the complex Lie subalgebra of
gc spanned by t. Then {¢ is a Cartan subalgebra of gc. Let R be the root system
of (gc, tc) in t&. By 77, tis spanned by iH,, o € R, over R.

Let G be the adjoint group and Ty the maximal torus in Gy with Lie algebra
t. Then exp : t — T is a Lie group morphism and Ad(exp H) = e*# for H € t.
Clearly, this action is diagonal in the basis consisting of root vectors, and e*#) is
the action on the root subspace gc,o. It follows that H is in the kernel of exp if
e®H) =1 for all @ € R. This in turn implies that o(H) € 2miZ for all a € R.
Hence H € 2miP(R*).

Therefore, the lattice Ly from ?? is equal to 2miP(R*).

We claim that the lattice L is 2miQ(R*).

The proof consists of several steps. First we observe that by Weyl’s theorem,
the universal covering group G of the adjoint group Gy is compact. Therefore,
by Peter-Weyl therem, for g € G, such that g # 1, there exists an irreducible
finite-dimensional representation 7 such that 7(g) # 1.

Let t € T. Then t = exp(H) for some H € ih. By the above discussion, t = 1
if and only if w(¢) = 1 for every irreducible finite-dimensional representation 7 of G.
Since by ?7? irreducible finite dimensional representations of G correspond to irre-
ducible finite-dimensional representations of g, 7(t) = 1 if and only if exp A(H) =1
for every weight A € P(R). This in turn implies that A\(H) € 2miZ. Hence,
H € 2miQ(R*).

This implies that Lo/L is isomorphic to P(R*)/Q(R*).



