Notes for Math 3210, Final
Limits. Let {a,} be a sequence. Then
lima, =a

if for all € > 0 there exists an N such that if n > N then |a,, — a|] < e. If no such a exists then
the sequence is divergent. The sequence a,, is Cauchy if for all € > 0 there exists an N > 0 such
that if n,m > N then |a, — an| < e.

Theorem 0.1 A sequence is convergent if and only if it is Cauchy.
Theorem 0.2 FEvery bounded sequence of real numbers has a convergent subsequence.
Theorem 0.3 Suppose a,, — a, b, — b, ¢ is a real number and k a natural number. Then
1. ca, — ca;
2. anp+b, > a+b;
3. apb, — ab;
4. an/bp = a/bif b#0 and b, # 0 for all n;
5. afl —ak;
6 a,l/k — gl/k if ap >0 for all n.

If Ais asubset of R thea =supAifa>xforallz € Aanda >z for all z € A then z < y.
We define inf A be reversing the inequalities. If we allow + oo and — oo the sup A and inf A
always exist.

Let {a,} be a sequence and define i,, = inf{ay : kK > n} and s, = sup{ax : £ > n}. Then

lim inf a,, = lim,,
and
lim sup a,, = lim s,,.

If x # 1 then
n+1
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Continuity. Let f: D — R be a function defined on a domain D C R. Then
limf=0b

r—a
if for all € > 0 there exists a 6 > 0 such that if for all x € D with 0 < |z — a|] < § then
|f(z) — b| < e. The function f is continuous at a if

lim f = f(a)

Tr—a

There is a theorem similar to Theorem 0.3 for limits of functions.
The function f is uniformly continuous if for all € > 0 there exists a § > 0 such that if x,y € D
and |z —y| < 60 then |f(z) — f(y)| <e.



Theorem 0.4 Let f : [a,b] — R be continuous. Then there exits a ¢ and d in [a,b] such that

f(x) < f(e) and f(z) > f(d) for all x € [a,b].

Theorem 0.5 (Intermediate Value Theorem) Let f : [a,b] — R be continuous. If y is
between f(a) and f(b) then there exists a x € [a,b] such that f(c) =y.

Theorem 0.6 Let f : [a,b] — R be continuous. Then f is uniformly continuous.

A sequence of functions f, : D — R converges uniformly to f : D — R if for all € > 0 there
exists an NV > 0 such that if n > N then |f,(z) — f(x)| < e for all x € D.

Theorem 0.7 Let f, : D — R be continuous. If f, — f uniformly then f is continuous.

Derivatives. Define the derivative f'(a) of the function f at a by

) — i 12 =S @)

T—ra r —a

if it exists.
Differentiation rules (abbreviated):

L (f+9)(a) = f'(a) + g'(a);

2. (f9)(a) = f'(a)g(a) + f(a)g'(a);
- (f/9)(a) = f’(a)g(a)zzf)(a)g'(a);

4. (feog)(a)=f"(g9(a))g (a)

Theorem 0.8 (Mean Value Theorem) Let f : [a,b] — R be continuous on [a,b] and differ-
entiable on (a,b). Then there exists a ¢ € (a,b) such that

fI(C) _ f(bl)) : C]:(a)

w

Theorem 0.9 (L’Hépital’s Rule) If f(z),g(z) — 0 or f(x),g(x) — 0o as x — a then
@) )

lim —= = .
wHagla)  weg(a)

Integrals. Let P = {zp =a < 21 < --+ < Zp—1 < x, = b} be a partition of [a,b] and for
k=1,...,nset

My = sup{f(x) : x € [xg—1, 2]} and my, = inf{f(z) : x € [x—1, x|}

We then define the upper and lower sums for P by

U(f,P) = ZMk(ﬂik — Tp—1)
k=1



and

L(f,P) =) mp(wr — wx1).
k=1
We define the upper and lower integrals by
—b
/ f(z)dx = inf{U(f, P) : P is a partition of [0, 1]}

and

b
/ f(z)dx = sup{L(f, P) : P is a partion of [0, 1]}.

—b
Then f is integrable if [ f(x)dx = fbf(:v)d:v and we write

/abf(ac)dac = Yif(:v)d:v = lif(x)dx

Theorem 0.10 f is integrable <= for all € > 0 there exist a partition P such that U(f, P) —
L(f,P) <e <= there exists partitions P, such that U(f,P,) — L(f, P,) — 0.

Properties of integrals (abbreviated):

1. [ef=c[fifceR;

2. [f+[g=[[+y;
3 NS [Ifl:
4. [P Flg@)g' Wt = [20) flw)du;

5. Jy f@)g (@)dz = f(b)g(b) ~ f(a)gla) — [, f'(x)g(x)da
Theorem 0.11 (Fundamental Theorems of Calculus)

b
[ #@is =0 - s
2. Define N
F(:z:):/ f(t)dt.
If f is continuous at x then F'(x) = f(z).

Series. Let {a,} be a sequence. Then the series 220:0 ar converges if the sequence of partial
n oo . o0
sums s, = »_,_,ap converges. If Y7 ' |ax| converges then the series >~ ap converges abso-
lutely. If Y77 |ax| doesn’t converge but >°.°  aj does then the series converges conditionally.
Tests for convergence and divergence:



1. If Y2 an converges then a, — 0.
2. If a, > |bp| and >, aj converges then Y 7~ by converges absolutely.

3. Let {an} be a sequence with 0 < a,11 < a,, and let f : [0,00) — R be a non-increasing
function such that f(n) = a,. Then Y ;- aj converges <=

/1 " it

converges. If Y77 | ai converges then
/ fl@)dx —a; < Zak < / f(z)dx.
1 =1 1

4. Let p = limsup |a,|'/™. Then > 32, ax converges absolutely if p < 1 and diverges if p > 1.

5. Let p = lim|ay41|/|an| if it exists. Then Y .-, aj converges absolutely if p < 1 and
diverges if p > 1.

6. Let {a,} be a sequence with 0 < a,,+1 < a,,. Then Z;‘;O(—l)kak converges <= a, — 0.
Let > 32, ck(z —a)® be a power series and let

1
~ limsup |eg|V/F

Then the power series converges on any interval (r — a,r + a) where r < R.

Taylor’s formula: If

k) (g
Ra(w) = £) - 3 LD o — 0
k=0
then f(n+1)( )
Rn( )_ (7’L—|— 1)| (LL' _a)n-i-l

for some ¢ between a and z.



